S@®MR

CUBUPCKNE SJIEKTPOHHBIE
MATEMATNYECKNE N3BECTUA

Siberian Electronic Mathematical Reports

http://semr.math.nsc.ru

Tom 1, cmp. 47-63 (2004) VIIK 519.214
MSC 60F17,60F15:60CG18,60G15

CONVERGENCE AND CONVERGENCE RATE
TO FRACTIONAL BROWNIAN MOTION
FOR WEIGHTED RANDOM SUMS

T. KONSTANTOPOULOS AND A. SAKHANENKO

ABSTRACT. We consider infinite sums of weighted i.i.d. random
variables, with finite variance and arbitrary distribution, and de-
rive a necessary and sufficient conditions for the weak convergence
(in function space with uniform topology) of normalized sums to
fractional Brownian motion (FBM). We consider also convergence
rates questions. Using the embedding suggested by the Komlés—
Major—Tusnddy strong approximations method, we derive (under
certain conditions on the weights) estimates for the quality of the
functional approximation to FBM.

1. INTRODUCTION

In this paper we study approximations to a fractional Brownian motion,
with Hurst parameter H > 1/2. The approximating processes are based on
a stationary sequence of random variables { X, j € Z} obtained by weighted
sums of i.i.d. random variables {{, k € Z}:

[o¢]
(1) Xj= ) ajée

k=—00
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The coefficients {ay} are deterministic, and, depending on their behavior, the
sequence {X;} may be long-range dependent, in the sense that its correlation
decays polynomially.
Recall that a standard fractional Brownian motion (FBM) is defined as
a continuous Gaussian process By = {By(t),t > 0} with stationary incre-
ments such that
EBy(t) =0, EB%(t) = Lt*H.

We call L the variance parameter, and H the Hurst parameter. We shall
also use the symbol FBM(H, L) to denote a fractional Brownian motion
with Hurst parameter H and variance parameter L. In fact, H is the self-
similarity index; that is, the scaled process {Bg(At),t > 0} is identical in
distribution to {\? By (t),t > 0}, for any A > 0. It turns that 0 < H < 1.
The case H = 1/2 corresponds to ordinary Brownian motion. Otherwise, H
can be smaller or larger than 1/2 yielding, respectively, negative or positive
correlated increments. We are interested in the latter case only, hence we
consider 1/2 < H < 1.

We study the role that the weights {a;} play in establishing a functional
approximation to FBM(H, L) by scaled sums of variables of the form (1).
We introduce the “random walk”

So:=0, S, =X1+--+X,, n=12...,
where {X;} are defined by (1), and the scaled process

Sy _ 1

(2) Zn,H(t) = ’I’L_H ZX] tc [0,00),

J=1

where [z] denotes the largest integer not exceeding the real number z. The
main condition on the coefficients {ay} is that

3) V2= Z (apr+-- + ak+n)2 ~ILn*f as  p—oo.
keZ

The notation «a;, ~ [, as n—o0, is used in the sense that lim,, o o, /G, = 1.
Condition (3) makes the process {Z,, i} long-range dependent and asymp-
totically H—self similar. In fact, (1) and (2) is one of the most natural ways
of introducing long-range dependence. We can use this as a prototype for
simulations of processes with long-range dependence and for approximating
fractional Brownian motion. In time series theory, see Box et al. [4], {X,} is
called a linear stationary process (a possibly non-standard terminology).
Our first result, Theorem 1, concerns the limit of the sequence of processes
Zn, i, as n—oo: we show that the limit is FBM(H, L) if and only if (3) holds.
We remark that by “limit” of Z,, y we mean weak limit of their induced
probability measures on the space D[0,00). As usual, this is the space of
functions from [0,00) into R that are everywhere right-continuous and with
left limits. A number of topologies can be introduced on this space. Since
a FBM has continuous sample paths, it turns out that we can (and we
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shall) endow DJ0,00) with a strong topology, that of uniform convergence
on compacta. The latter means that we treat D[0,00) as a space with the
metric (see Pollard [11] p.108, for example)

o0

(4) d(z,y) := Zmin{l, sup |z(t) — y(t)|}, z,y € D[0,00).
= 0<t<k

When we write Z,, y= By we understand weak convergence of the corres-

ponding probability measures in D]0, c0) under this topology.

A further generalization to Theorem 1 can be obtained by replacing the
scaling factor n! in (2) by an arbitrary nonnegative function g(n). We want
to find the most general assumptions on numbers g(n) > 0 under which we
have the following convergence

4]
(5) Zn(t) = (g(n))"' Y X; = FBM(H,L) as n—oc.
j=1

The desired general necessary and sufficient conditions will be obtained in
Theorem 2. This theorem generalizes the corresponding results of Davydov
[6], in which where was a gap between necessary and sufficient conditions.

The quality of the approximation depends crucially on more detailed prop-
erties of the coeflicients. To understand this, we study the rate of convergence
of Z,,,u toward a FBM. We do so by appealing to the Komlés-Major-Tusnady
strong approximation results. The main result, Theorem 3, is that the pro-
cesses Zy g can be constructed jointly with a fractional Brownian motion (i.e.
on the same probability space) such that the maximum deviation of Z, g
from the fractional Brownian motion, on a compact interval, is bounded
asymptotically (in an almost sure sense) by some computable function of n,
that depends on the weights {a;} and moments of .

The work is motivated partly by the rapidly growing interest in modeling
communication networks traffic by fractal processes, see e.g. Leland et al. [§],
Beran et al. [1], and Willinger et al. [15]. An early reference on the importance
of FBM in applications is the paper of Mandelbrot and van Ness [9]. See
also the recent work of Norros [10] and Konstantopoulos and Lin [7]| for
applications in performance of queuing networks.

The paper is organized as follows. Section 2 states the main results on the
functional convergence to FBM and some sufficient and applicable criteria.
Section 3 is entirely devoted to the question of deriving general and applicable
rates of convergence for the functional approximation theorem. Section 4 is
devoted to the proofs of the rates of convergence. Everything is based on the
KMT approximation, summarized in Theorem 4 of this section. Section 5 is
devoted to the proof of the results on the functional convergence to FBM
stated in Section 2.
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2. CHARACTERIZING THE CONVERGENCE TO A FRACTIONAL BROWNIAN
MOTION

Throughout the paper we assume that
(6) E{ =0, E{=1 and 0<) aj < oo,
keZ

which ensures that {X;,j € Z} are square integrable. In fact, the infinite
sums in (1) also converge almost surely by a theorem of Kolmogorov and
Khinchine; see, e.g., Shiryayev [14, Theorem IV.2.1]. Observe that

(7) Sn=> (acgp1+- - +a_jsn)é and VZ=ES. forall n>0.
keZ

The first theorem below characterizes the convergence of (2) to a fractional
Brownian motion.

Theorem 1. Assume that conditions (6) hold. Let {Z, g > 1} be the se-
quence of processes defined by (2). Let FBM(H, L) be a fractional Brownian
motion with Hurst parameter H € (1/2,1) and variance parameter L > 0.
Then the following are equivalent:

(i) Z,,u=FBM(H,L), as n—o0.
(i) V.2 ~ Ln?M | as n—oo.
The theorem gives an applicable criterion, in terms of the coefficients {ay},
for approximating a fractional Brownian motion with a desired parameter

H > 1/2. It will be proved in Section 5. Two sufficient criteria are worth
mentioning. First, let

r(n) := cov(Xo, Xp) = E(XoX,)

be the covariance function of the stationary process X.
Corollary 1. If
(8) r(n) ~ LH(Q2H — 1)n*"72 a5 n—oo,
then Z, y=FBM(H,L).

To see this, just observe that (8) implies (7i) of Theorem 1, as in the proof
of Theorem 7.2.11 of [13].

In practice, it is often desirable to specify the weights explicitly. It is also

useful to obtain {X;} from {&;} causally. This means that a, = 0 for n < 0.
A typical case is the following;:

w - (n+1)P —nP, n>0,
"0, n <0,

9) p € (0,1/2).

A similar example may be found in [6, Remark 5:

pnP~t, n >0,
10 ap = € (0,1/2).
(10) {07 n <0, pe(0,1/2)
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These examples are partial cases of the following simple

Corollary 2. Ifa, =0 for alln <0 and
(11) an ~ pnP~! as n—00 for some p € (0,1/2),
then Zn n=FBM(Hy, L,) with

1
2p+1

(12) H,=p+1/2 and L,= +/ ((x+1)p—mp)2dx,
0

Now we consider a more difficult question about the most general assump-
tions for convergence (5).

Theorem 2. Assume that conditions (6) hold. Then the following statements
are equivalent:

(i) There exist a number L > 0 and numbers g(n) > 0 such that conver-
gence (5) holds.
(ii) Convergence (5) holds for L =1 and numbers g(n) = V,, > 0.
(iii) The function h(n) := Vy,/nf is slowly varying.

For a comprehensive account on the theory of regularly varying functions
the reader is referred to the monograph of Resnick [12].
Remark: The fact that (iii) is necessary for (i) was proved by Davydov
[6, Theorem 1], but under additional assumption that V;, is monotone. He
proved in [6, Theorem 2|, also that (iii) is sufficient for (i) but only if
E¢* < co when H > 1/2.

3. RATE OF CONVERGENCE VIA STRONG APPROXIMATIONS

In this section, we work out a rate of convergence for the functional central
limit theorem to fractional Brownian motion. We will use By to denote a
FBM(p+1/2, Ly), i.e. a FBM with the parameters introduced in Corollary 2.
In particular, we have the notation H = p + 1/2, throughout this section.

It can be seen that the rate of convergence cannot depend only on the
general condition (i) of Theorem 1 that gave the normalizing factor in the
FCLT, but on more delicate conditions for the coefficients {a;}. We introduce
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the following notations:
A, =ay+..+a, for m>0

(13) Ap = —(amy1 + ... +a—q) for m <0,

AS) = Z (An—i-m — Ay — (TL +m+ 1);7 + (m + 1);7)2’
m=0
-1
Af) = Z (An+m —Ap—(n+m+ 1)”)2,
(14) =
AD = 3" (Appm —An)% An=A0 + AP + AP,
m<—n

Agn = Z max{|m\1/o‘,n1/a}|am — am+n|.
meZ

We will suppose later on that
(15) E[{|* < oo for some «a > 2.

The main result can now be stated as follows.

Theorem 3. If (15) holds then for all H € (0,1) it is possible to construct
a FBM By () such that

Sy — Bu(t) = O(Aa,[t]) + O(\/ (1 + A[ﬂ) logt), as t— o0 a.s.

Before proving the theorem, we state several interesting special cases for
p > 0.

Corollary 3. Assume that (15) holds and that the following conditions are
fulfilled

(16) Gm 2 Gme1 >0 for m>0 and ap, =0 for m<O,
17)  3B<12+4p  phyi=an— (n+ 1P 40P =002,
(18) By >0 pni=A,— (n+1)P =002, as n — oo.

Then, for p > 0, the random processes constructed in Theorem 3 satisfy the
following statement:

(19) Sy — Bu(t) = 0(tp+1/0‘) + O(tmax{ﬁ”}\/logt), as t—o00 a.s.

We can now state the result of the rate of convergence for the functional
approximation of the process Z, p(t), introduced in (2). Let Z, g(t) =
Br(nt)/n" be a FBM identical, in distribution, to Bp.

Corollary 4. If the statement (19) holds and p > 0, then, with probability 1,
(20)

sup ‘Zn,H(t) - Zn,H(t)‘ _ O(nl/a—l/z) _'_O(nmaX{ﬁ,W}—P—l/z\/@)’
0<t<oo r(t)
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as n — 0o, where

(21) r(t) = (14+ 6P 4 (14 )87 /1 4 log(1 + 1).

In particular,
(22) OS<12<131 ‘Z,LH(t) = ZH,H(t)‘ = o(nl/a_l/z) + O(nmax{ﬁ”}_p_l/zx/log n),
as n — oo, if only (19) or (20) hold.

Remark: If max{(3,v7} < p+1/a, then we may omit the second summands
in formulas (19), (20), (21) and (22); and if max{3,v} > p + 1/, then we
may omit the first summands in the listed above formulas.

Remark: If condition (17) holds with 3 # 1/2, then assumption (18) is
automatically fulfilled with v = max{3,1/2} because in this case

= - — - B=3/2) _ max{3-1/2,0} )
I kZ:O,u;g O(l—l—kZ:lk ) O(n )

Hence, the estimates (19), (20) and (22) with max{3,v} = 1/2 are the best
possible if no assumption (18) was made.
Examples: For some p € (0,1/2) consider

am = (m+1)P—mP for m>0 and a,:=0 for m<O.

This is the example (9). We have convergence to FBM (p+ 1/2,L,), and,
by Corollary 3 with A, = (n+1)? and § = v < p, we have the rate o(t?+/®)
in (19), the rate o(n'/*~/2) in (22) and the same rate o(n'/*~1/2) in (20)
with r(t) = (14 t)?T1/*. But if we choose

A i=pmP~™1 for m>0 and an,:=0 for m <0,
as in (10), then, by the previous remark, we obtain the worse estimates with
y=1/2>pB=p—1/2
4. PROOFS OF THE RATES OF CONVERGENCE

The following theorem is the standard KMT approximation. We stress
that throughout this section, when not mentioned explicitly, all limits exist
with probability 1 and are taken as t — oo or as n = [t] — oo.

Theorem 4 (c.f. Corollary 1.1, p. 4 of [5]). Suppose that condition (15)
holds. Then it is possible to construct a Wiener process W = {W (t),t € R}
*, such that

(23)
n n—1
Op = ng —W(n) =o' and 6_, :=W(-n)— Z £ = o(nt/?).
k=1 k=0

*A Wiener process on the index set R is defined, as usual, by piecing together two
independent Brownian motions; so, W(0) = 0, and {W(¢),t > 0} is independent of
{w(-t),t = 0}.



54 T. KONSTANTOPOULOS AND A. SAKHANENKO

For k€ Z and n € N we will define

(24)  G=Wk) —Wk—-1) and Sp=> (Apr—A_k)&-
keZ

Then {&} and {S,,} may be treated as a “normal” version of {¢} and {S,}.
It is convenient to introduce also

B =3 (((n=k+ 1) = ((=k+1)%)") &,
Bu(t) = [ ((t=57) = (=) )aw (),
where we adopt the convention 0° = 0. It is easy to verify (see, also, [9]
or |9, p.321|) that for all p = H —1/2 € (—1/2,1/2) the process Bp(-)
from (25) is a FBM(p+1/2, L), i.e. a FBM with the parameters introduced
in Corollary 2.

Throughout, we will be working on the probability space alluded in Theo-
rem 4. Our first goal is to prove Theorem 3 with the process Bp(-), con-
structed by the representation (25).

We first extend the KMT approximation from partial sums of the i.i.d.

r.v.’s {;} to the partial sums of the weighted random variables {X;}. This
is done in the following:

Lemma 1. Suppose that condition (15) holds. Then

Sn — §n = O(Aa,n), a.s.
Proof. We point out that

(26) En = SUP (k:_l/o‘ max |5m|) — 0, a.s.
k>n m<k

as it follows from (23). After performing summation by parts, we obtain from
(7), (13) and (24) that

Sn_gn:Z(An—k_ ) (& — &) Z5k Uk — G_f)

keZ keZ
with dg = 0, because &, — Ek = 0, — dx—1 by (23). Hence, from (26),
S0 = S| < Aanen =0(Aapn),  as.

as announced in the lemma. O
Next we compare B, and S,,.

Lemma 2. If n — oo, then

S, — B, = O(\/W), a.s.
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Proof. From the expressions (24) and (25) we obtain
A, = E(;S’vn — En)2
2
=3 (An— A= (0 =k + )PP+ ((k+ 1))
keZ

The random variables §n — En are normally distributed with zero means.
Therefore, we have

P(|S, — Bl > 2v/AsTogn) <exp  — (2v/E,dogn) /(20,)) =0

Thus, the Borel-Cantelli lemma implies that

and so |§n — §n| = O(\/An logn), a.s. O
The next lemma compares {B,,n € Z} and {Bg(n),n € Z}, where the
latter is the FBM sampled at integer times.

Lemma 3. If n — oo then
B, — B (n) = O(ylogn), a.s.

Proof. Tt follows from (25) that

B, — Bp(n) = / (g9(n,s) — g(0,5))dW (s),

R

where 0 < g(t,s) == ((t — [s)")” — ((t — s)T)". But (—[s)* < (—s+ 1)*
and 0° = 0. Hence

G (t,s) < (((—8 +1)7)P - ((—s)+)p)2 Y s, p.
We then have
E(Bu(n) - B,)’ =

= [ (ot )~ 0,55 <2 [ g2 5)ds 2 [ 210,905 =
R R R
— ds =

_ /Rg2(0’ s)ds < 4/@ (((—s + 1T —(( s)+)p)2
— 4EB12LI(1) =4L, < 0.

So, By (n)— B, are normal with zero means and uniformly bounded variances
and the Borel-Cantelli lemma implies that ‘BH(n) — Bn‘ = O(ylogn), a.s.
U

Finally, we examine the error introduced by sampling the FBM at integer
times.
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Lemma 4. Ift — co then
By (t) — Bu([t]) = O(y/logt), a.s.
Proof. We make use of the Berman [2] asymptotic formula:

Ky(x) := P(oilzgl By(t) > a:) ~ P(BH(l) > x) as T — 00.

Hence,

K(z) = P( sup [By(t)] > 2) < 2Ko(a) ~ —e*"/C10)

0<t<1 \2n L,z

as x — o0o. Thus, there exist constants C' and C’ such that
K(z) < C'e /¢ x> 0.

Next observe that supg<;<; |Br(t)| and sup,<icni1 |Bu(t) — Bu([t])],
n € N, are identically distributed, and apply the last inequality to find

P( sup |Bg(t) — Bu([t])| > \/QC’logn) < K(y/2Clogn) < C'n"2.

n<t<n+1

The Borel-Cantelli lemma applies once more, and establishes the lemma. [

Proof of Theorem 8. It follows immediately from Lemmas 1, 2, 3 and 4. [
Next, we deal with the special cases. We start with the proof of Corollary 3.
This needs two auxiliary lemmas.

Lemma 5. Assume that condition (17) holds and p > 0. Then
(27) ‘,u’m| SCo(m—l-l)ﬁ_g/Q, ‘an| §C’1(n—|—1)p_l Vn > 0,

for some positive constants Cy and Cy. And if (16) and (17) are satisfied,
then
Ao = O(mP /o).

)

Proof. Inequalities (27) follow immediately from (17). Hence

n—1 2n—1
(28) A 121 = pl/e Z |am - am+n‘ < opl/a Z am < 2C’1n1/°‘(2n)p.

a?
m=—n m=0
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Suppose now that {a;,j = 0,1,2,...} are non-negative and non-increasing.
After performing summation by parts, we have

(29)
Ag?,)n = Z ml/a (am - am-l—n)
2n—1 0o o
_ Z ml/o‘am + Z am(ml/a _ (m _ n)l/a)
m=n m=2n

<n-nt/o. C(2n)P~ ! + Z CymP1. (1/a)ml/a—l _ O(np-l-l/a)‘

m=2n

Compare definitions (14), (28) and (29) to obtain A, , = A((l)n Ag% =
O (nPtt/e). O
0

Lemma 6. If the conditions (17) and (18) hold with a,, = 0 for m <
then

A, = O(nmax{ﬁﬁ})‘

Proof.  From (18) we immediately obtain

~1
(30) Af) = Z Mn—i—m Z:uk = ’I’LO o )

m=—n
(1 1 n—1 ) 2n—1 - 21
(31) A, Z Mntm — ,um) <2 Z ey = nO(n )
m=0 m=0

m-+n

Next, using (27) we have ‘,uern —,um| = ‘ Dbt My and

(32) (1 2) Z Hn+m — /Lm < an2 Z m = nzo(nzﬂ_2)'

Compare definitions (14), (30), (31) and (32) to obtain
AP =0 and AD =AMLY + ALY = 0(n?) + O (n*).
The last formula coincides with the result announced in the lemma.

Proof of Corollary 3. 1t follows immediately from the previous two lemmas.
Corollary 4 is obvious by definitions of symbols O(-) and o(-) .

5. PROOF OF FUNCTIONAL CONVERGENCE

We start by noticing that for each fixed ¢ the variable Z,, y(t) is a linear
combination of countably many independent random variables. This moti-
vates the following lemma, which is also of independent interest.
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Lemma 7. Let {b,;,n € N,i € Z} be a doubly indexed sequence of real num-
bers, and {Cni,n € Nyi € Z} a doubly indexed sequence of random variables
such that

L1. limy, oo D sep b2; = 1.

L2. lim, o0 sup;ez |bni| = 0.

L3. For alln, {Cu,i € Z} are i.i.d. with E¢,0 = 0 and EC?, = 1.

L4. limg o SUp,>1 E{Cﬁo, |Cno| > K} =0.

Define the weighted sums

€L
Then z, converges weakly, as n—oo, to the standard normal distribution

N(0,1).

Proof. Owing to condition L1 we can select a sequence {k,} of positive

integers, increasing to infinity, so that 62 := Zfﬁ_ K
kn

1=

b2, —1, as n—oo. Define

the weighted partial sums 2, := ) ks bniCni- It is easy to see that

(33) Go=Ez—1 and E(zm-—Z)"= Y b,—0, as n—oo.
|2 >kn
Next, we consider the triangular array {b,;Cni, ¢ = —kn,...,kn,n € N}

and check that it satisfies Lindeberg’s conditions for central limit theorem
(see Billingsley [3, Theorem 7.2.]). Namely, we claim that, for any ¢ > 0,

kn
(34) E Z biig§i1{|bmgm| > €5n}—>0 , as  n—oo .

i=—kn

We estimate the left hand side as follows:

kn kn
E > bnGril{lbiGnil > e7n} < Y 0LE{Go, Guol > € /5up [byil} -
i=—kn i=—kn v

We observe that condition L2 and the above discussion imply that

O/ sup; |bpi|—00, as n—oo, and use the uniform integrability condition L4
to obtain

E{Cﬁo, |Cno| > €5n/sup |bm-\}—>0, as  n—oo
7

and hence the claim (34) follows.
This shows that 2, /0, converges weakly to N'(0,1) and hence Z, also does
the same. To finish the proof note that (33) implies that z, — Z, converges

to 0 in probability and hence z, converges weakly to N(0,1). O
For k € Z and n € N define
—k+[nt]
(35) Apn(t)=n"H Z a; and  pp(t) =sup|Ap,(t)|.
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It follows from (3) and (7) that

(36) Zng(t) = Apn(t)s and n V2 =3"A7 (1)
kEZ keZ
To prove Theorem 1 we need several auxiliary lemmas.

Lemma 8. Suppose that conditions (6) hold. Then for allt >0

p2(t) < tn'72H Z a?—>0, as  m—oo.
JjE€Z

This fact follows immediately from the next inequalities

—k+[nt] 9 —k+[nt]
_oH —2H 2 1-2H 2
A%m(t) <n 2 ( Z |aj|) <n~“[nt] Z aj<n tz a;
j=—k+1 J=—k+1 JeL

since 2H > 1.

Lemma 9. Assume that (i1) holds. Then for all fixed t > 7 >0
EZn,H(T)Zn,H(t)HEBH (1)Bg(t) as n—oo.

Proof. Tt follows from (35) and (36) that

E(Zn,H(t) - Zn,H(T))Q = Z(Ak,n(t) - Ak,n(T))Q
keZ
(37) (8] = [P Vig—for)

- %Ai[nﬂ—[m](l) - n2H ([nt] — [n7))2H

Hence, by (ii)
E(Zyu(t) — Znu(1)>=L(t —7)> =E(By(t) — Bu(1))?, as n—oo,

and we may write

2EZp,1(t) Zn,11(7) = BZ3 (1) + BZ3 (1) = E(Zn,u(t) = Zp,m(7))?

—EB}(t) + EB} (1) — E(Bu(t) — Bu(7))? = 2EBy(t)Bu (7).
Thus, the desired convergence is proved. O
Lemma 10. Assume that (ii) holds. Then for some K < oo

E(Zyug(t) — Znu(T)> < K(t—7)*  if [nt] > [n1].
This inequality follows immediately from (37) with

K = 22" sup V,,,/m* < 0.
m>1

We now use these lemmas to give a simple proof of the first theorem.
Proof of Theorem 1. Without loss of generality, consider L = 1. Assume that

(ii) and (6) hold. Let us first show that the finite dimensional distributions
of Z,, g converge to those of an FBM(H, 1) process By, i.e,

(Zn’H(tl),...,ZmH(tg)) = (BH(tl),...,BH(tg)), as  n—oo,
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for any finite tuple 0 < t; < --- < t4, £ € N. To prove this, we use the
Cramér-Wold device (see Billingsley [3 Theorem 7.7.]) and show that

l
(38) Zp = Zcz nH ZZCzAkn gk = ZciBH(tz)
=1

k =1
for any constants cq, ..., cp.
To show (38) we use Lemma 7 with {(,; = &,n € N,i € Z}. It is clear
that L3, and L4 hold. Condition L2 follows immediately from Lemma 8,

since
sup‘ZcZAkn ‘ Z\cl|pn as  n—oo.

To check L1 we erte
V4

14
Ezg = Z Z CZC]EZWH(tZ)Zn,H(t])

i=1 j=1

HZZCZC]EBH <ZCZBH ) ,

i=1 j=1
as n—o0. Thus, all conditions of Lemma 7 hold and z,, converges weakly to

S0y ciBr(ti).

We now examine tightness of {Z,, i }. First of all we prove that

(39)  E(|Znu(ts) — Znu(t)| - | Znn(ts) — Zou(ta)]) < K(ts —t1)*

for all t1 < to < ts. If [nt1] = [nta] or [nte] = [nts] then (39) is true because
its left hand side is equal to zero. If [nt1] < [nte] < [nts] then, by Lemma 10,

E(‘Zn,H(h) — Zn,u(t1 ‘ ‘ZnH t3) — Zn,H(t2)D

< (B(Znu(t2) = Znu(t1))?) > (B(Zou(ts) = Znu(t2))’)
< K(tg—t)"(ts — to) < K(t3 — )%,

Thus, inequality (39) is proved for all ¢; < to < t3.

But this inequality, together with the convergence of finite dimensional
distributions, gives the weak convergence of the distributions of {Z,, i} (see
Billingsley [3, Theorem 15.6]) in D0, T] with the J;—Skorohod topology for
all T < oco. However, in our case the limiting process is a continuous one.
Hence, (see Pollard [11, p.137] and the discussion in Billingsley [3, Sec-
tion 18]), the weak convergence in the J;—Skorohod topology actually im-
plies the weak convergence under the uniform topology of DI[0,T] for all
T < oo. Thus, we proved the weak convergence in the space D|0, 00) with
the topology endowed by the metric from (4).

We finally show that (i) implies (ii). Suppose Z, g="Bp. Then Z, r(1)
converges weakly to N(0,1). Also, L, := EZ?MH(l) < oo by the square
integrability of {ax}. Let L be a limit point of {L,,n > 1}, and assume
it is finite (provided such a point exists). Then, we can find a subsequence

1/2
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{Ln;,j > 1} S {Lp,n > 1} with Lnj—>ﬁ, as j—o00. By (5), Lemma 7 holds
for Z,,; and so Z,,;(1)=N(0, L). But since Z, g(1)=N(0,1), we have L = 1.
To rule out the possibility that there is a limit point of {L,,n > 1} at
infinity, assume that L,;—oo, as j—oo. Still, by (5), Lemma 7 applies to
the sequence {LEIMan(l), j > 1}, and gives L5J1/2Zn].(1):>./\/'(0, 1), which
contradicts with the assumptions L,,;—oc and Z,,(1)=N(0,1).
Hence the only limit point of {L,,n > 1} is L = 1, and so (ii) holds. [

Proof of Theorem 2. The proof of Theorem 2 is a standard modification of the
proof of Theorem 1. The only additional item we need is to show that if (5)
with L > 0 holds then g(n)—oo as n—oo. To prove this, note that in (5)
the limiting process is continuous. Hence it follows from (5) that random
variable X;/g(n) = Z,(1/n) — Z,(0) converges to 0 in probability. This fact
implies that g(n)—oo unless X; is 0 with probability 1. Of course, this is
not possible, because it contradicts (5) with L > 0. O

Proof of Corollary 2. We can prove this assertion, as well as compute L, by
using statement (ii) of Theorem 1. In the considered case

n—1 00
o) V2= "A2+V,  with V= (Appa—A)°
k=0 k=0
Using (11) for the first term we have
k—1 k
(41) Ay = Z Ay ~ / prP~tde ~ kP, as  k—oo.
m=0 0
Hence,
n—1 ) no, n2r+1
42 A2 ~ Pl ~ : .
(42) mz_:o i /0 x*Pdx 1 as  n—oo

Introduce now notations
(43) flx):=(x+ 1) —aP, fu(z) == (z+n)P — 2P =nPf(x/n).

It is easy to see that f,(z) is a decreasing function on the interval [0, c0),
whereas the function 2P increase. Hence, for all k > 0 and m > 1 we have

(k+1)/n

@) 2k > / ) de = 2t / P@)dz > 20+ 1).
k k/n

It follows from (11) that
(45)  (L—en)flm—1)<am<(ten)fim—1) ¥m> N,
with ey—0 if N—oo. Thus, (45) holds if we choose

N := [\/n]—o0, N/n—0, en—0 as m—oo.
But (43) and (45) yield
(46) (1 —en)fn(k) < Appn — Ap < (1 +en)fulk)  VE>N,
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Now, using relations (43), (44) and (46) we obtain

(47)

VY=Y (A — Ai)? < (14 en)? £2(z)dz
E=N N-1

< (1 +en)*n?Ptt /oo f2(z)dzx.
0

On the other hand

(48)

VI > (1 en)? / " P2 (a)de
N

= (1 —ey)?n?P™! fA(x)dx ~ n2p+1/ f2(z)de.
N/n 0

It follows immediately from (40) and (41) that

N—1
0<Vy—Vy = Z (An — Ak’)2 =N -O((n+ N)*) = o(n**).
k=o0

Hence, by (47) and (48),

(49)
But
(50)

The

Vi~ VY~ n2p+1/ f2(x)dx.
0
(42) and (49) yield
1 o
I/Y?/n27"+1—>m + /0 f(z)dz = L.

latter equality in (50) follows from the definitions (12) and (43).

Thus, condition (ii) of Theorem 1 holds with L = L. O
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