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We give conditions under which two solutions x and 7y of the Kolmogorov equation
x = xf(t,x) satisfy limy(t)/x(t) =1 as t — co. This conclusion is important for
two reasons: it shows that the long-time behavior of the population is independent
of the initial condition and it applies to ecological systems in which the coefficients
are time dependent. Our first application is to an equation of Weissing and Huis-
man for growth and competition in a light gradient. Our second application is to a
nonautonomous generalization of the Turner-Bradley-Kirk-Pruitt equation, which
even before generalization, includes several problems of ecological interest.
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1. Introduction. The Kolmogorov equation [4] of population growth in a
temporally variable environment is

x=xf(t,x), x(0)>0, (1.1)

where x is a real-valued function of the real variable t. We assume that f(t,x)
is continuous for t > 0 and x > 0 and that solutions of (1.1) exist and are
positive for t > 0. If f(t,x) is continuous for x > 0, then x = x@(t), where
@(t) = f(t,x(t)) is continuous, and the solution is automatically positive.

Two solutions x and 1y are said to be asymptotically equivalent, and we write
x ~y,if

lim WAONS

im =1. (1.2)

The relation x ~ y is an equivalence in that
X ~ X, X~y =Yy~X, X ~y, Y~Z=X~2Z. (1.3)
If x is bounded, x ~  implies
lim |x(t)=y(t)| =0. (1.4)

When x ~ y or v —x — 0 for all solutions in a suitable class K, these solu-
tions have essentially the same long-time behavior, and the effect of initial
conditions is transient. That is why the relation is important.
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Our main result gives conditions under which x ~ y. Although we have
called it an equivalence theorem, it is also a stability theorem. We recall that
a stationary solution y = a is asymptotically stable relative to a given class
K if every other solution y € K satisfies lim;_.., y(t) = a. When a # 0, this
is the same as lim;_.(y/a) = 1. In our theory, the role of a is taken by any
particular solution x € K, and instead of lim y (t) = a we require v ~ x. Either
solution, x or y, can be viewed as a perturbation of the other obtained by a
change in the initial condition. Hence, our main theorem asserts that any given
solution is asymptotically stable with respect to changes of initial conditions,
provided that we stay within the class K. An earlier investigation with a similar
objective is given by Cohen [1]. However, Cohen’s model is stochastic and its
analysis involves a study of certain matrix products (Hajnal [2]). The present
study, though thematically related to Cohen’s, employs completely different
methods. Further details, including clarification of the class K, are given after
the main theorem.

We will apply our theory to equations

x=g(t,x) (1.5)

in which the factor x on the right is missing. For example, the remarkable
investigations of Huisman and Weissing [3, 11] lead to an equation of that kind.
However, (1.5) can be put in the form (1.1) provided that g(t,x) is continuous,
g(t,0) =0, and

_9%

Ix = ax (1.6)

exists as a right-hand derivative at (t,0). In that case we can replace (1.5) by
x = xf(t,x), where f(t,x) = g(t,x)/x for x # 0 and f(t,0) = g« (t,0). This
remark is used below.

2. The equivalence theorem. The following hypothesis is due to Vance and
Coddington [9]:

Fe(t,x) < —y(x)A(D), J:A(t)dt = oo, 2.1)

Here A is continuous and nonnegative for t > 0 and y(x) is continuous and
positive for x > 0.

This hypothesis in isolation leads nowhere. The reason is that without some
other condition there is no way of knowing that

J:y(x(t))A(t)dt = o0, (2.2)
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and this is what is actually needed in the analysis. In [9, Theorems 3 and 5], it
is explicitly required that

My <x(t) <M, 0=<t<oo, (2.3)

where M; are positive constants depending on the solution x. In Theorem 7.1,
a condition of this kind is obtained by denying the conclusion. On the interval
M, < x < M> the continuous function y(x) has a positive lower bound 9, so
the Vance-Coddington hypothesis in its entirety implies

Fre(x,0) < —8A(D), J:?\(t)dt = o0, (2.4)

If two solutions x and y are being considered, with constants 6, and &>, re-
spectively, we have (2.4) with

6:1'1'111'1(51,62). (25)

Upon replacing A by A, we are led to the following new hypothesis.

CONDITION EI. Let I be an open interval, finite or infinite. The function
f(t,x) satisfies condition EI if there exists a continuous function A > 0, de-
pending on I, such that

J:o)\(t)dtzoo, Eel= fi(t,E) < —A(t). (2.6)

The letters EI are intended to suggest the phrase “equivalence relative to I,”
and Theorem 2.1 will be referred to as the equivalence theorem. Condition EI
will be applied with I a value interval for the solutions x(t) under considera-
tion, that is, an interval such that x(t) € I for t > 0. It is not required that I be
the smallest interval with this property.

The value interval I plays the same role that in the Vance-Coddington theory
is taken by their hypothesis involving y together with the assumption that
the solutions being considered are bounded away from O and o. The new
formulation is especially useful for equations containing a parameter k, since
it may happen that all solutions exceeding k belong to one equivalence class
while those less than k belong to another. An example is given in connection
with the Turner-Bradley-Kirk-Pruitt equation below.

Here is our main theorem.

THEOREM 2.1. Suppose x and y are two solutions of (1.1) with a common
value interval I = I1(x) = 1(y) relative to which condition EI holds. Then
. ()
f lim ——= =1. 2.7
in y(t)>0=>t£r{$x(t) (2.7)
In the light of this theorem, solutions x and 7y are considered to be “in a
suitable class” if I(x) = I(y) = I. The equivalence theorem implies that if one
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solution with I(x) = I is bounded away from zero, then all solutions are, and
if in addition one is bounded above, then all solutions are. It generalizes and
sharpens [9, Theorem 5]. The latter does not introduce the value interval I and
assumes a priori that both solutions are bounded away from 0 and co.

PROOF. Letv =y/x.Then

. Xy-yx Yy B _ Y
V= = () = f(x) = (=0 fe(t,D), (2.8)

where & is between x(t) and y(t). Hence v = (v —1)0(t) with
0(t) =y () fx(t,&) < -y (®)AL) < —(infy)A(L). (2.9)

The separable equation v = (v —1)0(t) is easily solved and gives v (t) — 1,
since

J:@(t)dt=—oo. (2.10)

The above discussion ignores a minor technical difficulty that is now ex-
plained. Since 6(t) involves the function fy(t,&), where the dependence of &
on t is difficult to control, it is not immediately obvious that 6(t) is continuous
or even integrable. The resolution of this difficulty involves two steps, the first
of which leads to a uniqueness theorem of independent interest.

FIRST STEP. Here we assume only that fi(t,&) <0 for § € I. This is implied
by condition EI but is much weaker. With w = v —1 the proof of Theorem 2.1
gives w = O(t)w where 0(t) < 0. Given ty > 0, we will show that

w(ty) =0= w(t) =0 fort=>t,. (2.11)

If not, assume without loss of generality that w(f,) > 0 at some value t, > t.
Go back toward t, until you first reach a value t; at which w(t;) = 0. On the
interval (t1,t2) the mean-value theorem gives a contradiction, w (t,) < 0.

In terms of x and y this is a uniqueness theorem; namely, it asserts that
if x(tg) = y(tp) at some ty > 0, then x(t) = y(t) for t > to. However, the
hypothesis fy < 0 does not require that fy be bounded, and hence it does not
yield the local Lipschitz condition on which uniqueness is usually based.

SECOND STEP. In view of the above result we can assume that w(t) # 0 for
large t. The differential equation satisfied by x and  shows that x and y are
of class C! and hence 1 is continuous. The equation 6 = 1/ /w now shows that
0 is continuous for large t, which is what we need. O

3. Persistence and extinction. Theorem 2.1 could also be worded as fol-
lows: suppose I is a value interval relative to which condition EI holds. Then
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either (i) the ratio of any two solutions x and y with value intervals I(x) =
I(y)=1tends to 1 as t — oo, or (ii) every solution with value interval I(x) =1
satisfies inf x (t) = 0. It is easily shown that if

t
lirtninfj f(1,0)dT = —00, 3.1)
Ze Jo
then (ii) holds, and if
t
Ogsstéff(T,O)deB 3.2)
s

for some constant B, then (i) holds. However, these remarks do not distinguish
between extinction and persistence; that is, between limx (t) = 0 and inf x (t) >
0. This matter is discussed next, assuming continuity of f(x,t) for x > 0 and
t=>0.

Let T and ¢ be large and small positive constants, respectively. It is said
that the long-time average of f(t,0) is bounded away from 0 positively or
negatively if, for all £ > 0,

t+T t+T
%J f(T,0)dTt =c¢ or %J f(1,0)dT < —c, (3.3)
t t

respectively. Suppose that f(t,0) is bounded below, that f, < 0, and that
fx(t,x) is bounded below for small x. Then (i) persistence holds if the long-
time average of f(t,0) is bounded away from 0 positively, and (ii) extinction
holds if it is bounded away from 0 negatively.

Part (i) of this result is essentially the same as [9, Theorem 2], if we take into
account the accompanying remarks regarding uniform continuity at x = 0.
Hence we give the proof only for (ii).

PROOF OF (ii). The above hypothesis for (ii) is worded so as to show a paral-
lelism with (i), but in fact this hypothesis is far stronger than necessary. Instead
of assuming that the long-time average is bounded away from 0 negatively, we
assume only that

J:f(t,omt = oo (3.4)

Instead of the condition fy < 0, we assume only that f(t,x) < f(t,0) for x > 0.
The differential equation now gives (ii) as follows:

x(t) = x(0)eld fTXOAT < ()l f(T0dT _ (3.5)

These results are in several respects sharp. Confining attention to (i), we
note that if x = —x?, then f(t,0) = 0 and fx(t,x) = —1, but all solutions tend
to 0. Thus persistence does not follow if the long-time average of f(t,0) is
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only greater than or equal to 0. In the equation

1—xt

ST 30

we have f(t,0) =1, | f(t,x)| <1, and fx < 0. Nevertheless all solutions tend
to 0. The trouble is that fy is not bounded below. In the equation

X =x(2+tsint—cost—x), 3.7)

it is easily checked that
1 t+21
ﬁj f(1,0)dT =2-cost > 1, (3.8)
t

and clearly fy = —1. Nevertheless inf x () = 0, though the proof of this is too
long for inclusion here. Part (i) fails because f(t,0) is not bounded below.
As a final example, we consider the familiar logistic equation

x =x(k-x), (3.9)

where k > 0 is constant. Here lim; .., x (t) = k. Hence if k > 0, then all solutions
are bounded away from 0 below, and if k = 0, then all solutions tend to 0. Our
results give a similar dichotomy for equations that are not quite so easy to
solve explicitly. O

4. An equation of Weissing and Huisman. As a first application, we con-
sider the equation

1 = P ln(HfI;gfkw) —w, W) >0, (4.1)
which was introduced in Huisman and Weissing [3] to describe light-limited
growth and competition among phytoplankton species in a mixed water col-
umn. The function W represents the total biomass in the water column and
study of its behavior is the object of the theory. The symbol I;, represents the
light intensity at the top of the water column, k the light extinction coefficient,
H the half saturation constant of specific carbon uptake rate, pmax the maxi-
mum specific carbon uptake rate, and [ the specific rate of carbon loss. In the
theory of Huisman and Weissing, these coefficients are assumed to be positive
constants. We will prove the following theorem.

THEOREM 4.1. Suppose that the coefficients pmax, k, H, Iin, | in (4.1) are
positive continuous functions of t which are bounded above and bounded away
from 0. Then all solutions W are positive and bounded. Moreover, either

(i) the difference of any two solutions tends to 0 ast — oo, or
(ii) every solution satisfies inf W (t) = 0.
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The conclusions (i) and (ii) are not mutually exclusive. We take all coefficients
as time-dependent because it is easy to do. More realistically, we could assume
that all coefficients are positive constants except Ii,. Allowing time-dependence
of the incident intensity was mentioned as desirable in Weissing and Huisman
[11].

In the course of the proof, we will show that W = W f(t,W) with

_, R _1n
f(tso)—pmaX1+R I, R= H 4.2)
It will be seen also that f and fj are bounded and that fjy < 0. Hence persis-
tence or extinction follows if the long-time average of

Iin

pmaxl—in+H -1 4.3)

is bounded away from zero positively or negatively, respectively.

4.1. Reformulation. Using the ratios R = Ijy/H and v = pmax/k, we write
(4.1) in the form

1+R

W :Tln<1+Re*kW

) . (4.4)
By hypothesis, the coefficients 7, R, I, k are positive continuous functions of ¢,
bounded both above and away from 0. This assumption, weaker than that in
Theorem 4.1, is sufficient for our purposes. Since (4.4) implies

W <vIn(1+R)—IW <c;—coW, 4.5)

where ¢; and ¢, are positive constants, W exists for all ¢t > 0 and is bounded
above.

Equation (4.4) is not in Kolmogorov form. However, the procedure suggested
in the introduction gives W = W.f(t,W), where

f(t,W):%ln(%)—l (4.6a)
for W # 0 and
f(t,0>=%—l=pm%—l. (4.6b)
To compute the sign of fjy, we use the formula
' R
FEW) = || 2 omeds =1 @7)

which is valid for W > 0. Equation (4.7) can be deduced by following the deriva-
tion of (13) in Huisman and Weissing [3], using their equations (6), (2), (1), and
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the equation W = wz given in the second column, line 13, of page 508. Once
(4.7) is available, it is easily checked by evaluating the integral. The passage
from (4.6) to (4.7) is not obvious, but that from (4.7) to (4.6) is routine.

PrOOF. If alternative (ii) does not hold, at least one solution, y, satisfies
inf y (t) > 0. Let x be any other solution. Since (4.6) has the Kolmogorov form
with continuous f, all solutions are positive and bounded as seen above. Hence,
a common value interval I for x and 7 has the form (0,m) where m < c. For
g€,

1<ekds <ohms cokm o <5 <1, 4.8)

where b is an upper bound for eX™. By (4.7),

of Jl Rks WS
aW pmax (R N ekWS)Z e dS, (49)

which gives

kR

~Pmaxs g pye- (4.10)

Rks
Fu(1,8) < pmaxj g -
Condition EI holds with A equal to the (constant) minimum of the expression
on the right, and the conclusion (i) follows from Theorem 2.1. O

5. Supplementary remarks

5.1. The autonomous case. If the coefficients R, 7, [, k are positive con-
stants, we write f(W) instead of f(t,W) and f’(W) instead of fy . Since
f'(W) <0 for W > 0 and f(W) is negative for W large, the solution exists
and is positive for t > 0. Its detailed behavior depends on

f(0) = pmaX% -1 (5.1)

The population persists if and only if f(0) > 0 and in that case there is a
unique value W* such that limW (t) = W*. The value W* is the positive root
of f(W) = 0, defined implicitly by

Pmax JO st =1 (52)

In particular, if a single solution is bounded away from 0 then all solutions are,
and all tend to W*. Hence their ratio tends to 1, in agreement with Theorem 4.1.

5.2. A generalization. In [11], the authors introduce a generalization of
their theory. Under mild assumptions, they show that

W =F(G), (5.3)
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where F is increasing, F(0) = 0, and for a positive function g,

w
GW) = Jo g(I(s))ds. (5.4)

Clearly G(0) = 0. If we set H(W) = F(G(W)), then H(0) = 0 and W = H(W).
Assuming that the needed derivatives exist,

H' (W) =F (GW))G" (W) = F (G(W))g(I(W)) (5.5)

and H'(0) = F'(0)g(I(0)). Since I(0) = I, in [11], all the conditions are avail-
able for a theorem analogous to Theorem 4.1. The details will not be given
here.

6. The generalized TBKP equation. With p + 1, n, k, ¢ positive constants
and x(0) > 0, the equation

X = cx17P (k= xm) 1P (6.1)

was introduced in Turner et al. [8] and is here called the TBKP equation. An
objection to (6.1) is that it requires initial values x( < k. Indeed, if x > k, the
expression

(k" —xn)'*P (6.2)

becomes imaginary unless p has certain special values, and even then the be-
havior as x — o may be inappropriate.
To deal with this problem, we introduce the odd power function

M= (sgny)|y|™ (6.3)
and replace (6.1) by
X =cx! P (kn—x™) P x(0) = x0 > 0. (6.4)

The assumption that n, k, and p + 1 are positive constants is retained, but
instead of the constant ¢ we introduce a positive continuous function c(t).
We also introduce an additional growth term of the form d(t)x, where d(t) is
continuous but can change sign. Finally, we allow a quadratic self-limiting term
—e(t)x?, where e(t) is continuous and nonnegative. The generalized TBKP
equation replacing (6.1) is therefore

x=cOx"P (k" —xM)P L d()x—e(t)x?,  x(0)=x0>0.  (6.5)
This has the Kolmogorov form x = x f (t,x) with

Ft,x) =c®)x P (k" —x™)" P L d () —e(t)x. (6.6)
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Equation (6.5) includes equations of Turner et al. [8], von Bertalanffy [10],
Richards [6], and Thornley and Johnson [7] as well as the standard logistic,
Gompertz, and Malthus population growth equations. Besides time-dependent
coefficients, (6.5) allows a self-limiting term that does not appear in any of the
special cases cited. It is seen in Section 7 that all solutions exist for 0 <t < co
and are positive.

We will prove the following theorem.

THEOREM 6.1. [n (6.5), suppose that p = 0 and that
J e(t)dt = oo, (6.7)
0

If a single solution is bounded away from 0, then all solutions are, andlimy (t)/
x(t) = 1 holds for every pair of solutions. If, in addition, at least one solution
is bounded above, then all solutions are, and every pair satisfies lim; ., | x (t)
-y()=0.

PROOF. When y # 0, the equation (d/dy)y® = «|y|*"! holds for any
constant « and yields

fe(t,x) = —nc(t) (x™+pk™)x P~ x"—k"|P —e(t). (6.8)
The result now follows from Theorems 2.1 and 7.1. O

6.1. Further discussion. Theorems 4.1 and 6.1 hardly use the full force of
Theorem 2.1, in that the value interval I plays only a minor role. A more com-
plete development would distinguish the cases supx(t) < k and infx(t) > k.
For example if p > 0 as in Theorem 6.1 and

supx(t) <k, supy(t) <k, infy(t) >0, (6.9)
then the conclusion follows from the condition

J: (c(t)+e(t))dt = oo, (6.10)

which can hold even when e(t) = 0. More subtle results of this kind are valid
when p < 0.To be of practical use, however, the needed information about I'(x)
must be deduced from the differential equation and the initial conditions. A
full development of these ideas would take us too far afield, and the interested
reader is referred to Redheffer [5].

7. A remark on continuity. Continuity of f(t,x) for x > 0 does not imply
x(t) > 0 for solutions of the Kolmogorov equation, as seen by the example
f(t,x) = —1/x for which x = —1. Nevertheless (except in results that actually
involve f(t,0)) continuity for x > 0 suffices for the problems considered here.
Distinguishing continuity for x > 0 from that for x > 0 may seem like mere hair
splitting, but in fact the following theorem increases the scope of Theorem 2.1.
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THEOREM 7.1. Letx = xf(t,x), where f(t,x) is continuous for x > 0. Sup-
pose further that there are continuous functions g and h, with g positive, such
that

0<x<g(t)= f(t,x)> —h(t). 7.1)

Then x(0) > 0 implies x (t) > 0 on the interval of existence of x.

PROOF. Since g(t) can be reduced at will, we can, and do, assume g(0) <
x(0). Let the interval of existence be (0,y) with y < o and let (0,) be the
longest interval on which x(t) > 0. If 8 < y, then

lirtniﬁnfx(t) =0. (7.2)

Go back towards 0 from S until you first encounter a point « at which x(x) =
g (). There must be such a point since x(0) > g(0) and x(t) < g(t) near .
Then 0 < x(t) < g(t) on («,B), so

x=-xh(t), ax<t<}§. (7.3)
For @ <t < f3, this gives

x(t) = x()e Jah(mdr, (7.4)
Hence liminf;_gx (£) > 0, which contradicts (7.2). O

For example in the generalized TBKP equation, x < k = f(t,x) > d(t) —
ke(t). Theorem 7.1 applies with g(t) = k and h(t) = d(t) — ke(t). For large
x we have f(t,x) < d(t), which together with the previous result shows that
x(t) exists for all ¢ > 0 and is positive. Nevertheless f(t,x) is discontinuous
at x = 0 whenever p > 0.

ACKNOWLEDGMENT. It is a pleasure to express our thanks to the referee,
who accompanied his report with a number of thoughtful and detailed com-
ments. These enabled us to remove some obscurities and to improve the ex-
position. He also called our attention to Cohen [1] and Hajnal [2].

REFERENCES

[1]  J. E. Cohen, Ergodic theorems in demography, Bull. Amer. Math. Soc. (N.S.) 1
(1979), no. 2, 275-295.

[2]  J. Hajnal, On products of non-negative matrices, Math. Proc. Cambridge Philos.
Soc. 79 (1976), no. 3, 521-530.

[3] J. Huisman and F. J. Weissing, Light-limited growth and competition for light in
well-mixed aquatic environments: an elementary model, Ecology 75 (1994),
507-520.

[4] A. N. Kolmogorov, Sulla teoria di Volterra della lotta per [l'esistenza, Giornale
dell'Istituto Italiano Degli Attuari 7 (1936), 74-80 (Italian).



2758 R. REDHEFFER AND R. R. VANCE

[5] R. Redheffer, The generalized Turner-Bradley-Kirk-Pruitt equation, Int. J. Math.
Math. Sci. 32 (2002), no. 2, 73-80.
[6] F.J.Richards, A flexible growth function for empirical use, Journal of Experimen-
tal Botany 10 (1959), 290-300.
[7]  J. H. M. Thornley and I. R. Johnson, Plant and Crop Modelling, Oxford University
Press, Oxford, 1990.
[8] M. E. Turner Jr., E. L. Bradley Jr., K. A. Kirk, and K. M. Pruitt, A theory of growth,
Math. Biosci. 29 (1976), 367-373.
[9] R.R.Vance and E. A. Coddington, A nonautonomous model of population growth,
J. Math. Biol. 27 (1989), no. 5, 491-506.
[10] L. von Bertalanffy, Untersuchungen tiber die Gesetzlichkeit des Wachstums. VII,
Stoffwechseltypen und Wachstumstypen, Biol. Zentralbl. 61 (1941), 510.
[11] F. J. Weissing and J. Huisman, Growth and competition in a light gradient, J.
Theoret. Biol. 168 (1994), 323-336.

Ray Redheffer: Department of Mathematics, University of California, Los Angeles, CA
90095-1555, USA

Richard R. Vance: Department of Organismic Biology, Ecology and Evolution, Univer-
sity of California, Los Angeles, CA 90095-1606, USA
E-mail address: rvance@biology.ucla.edu


mailto:rvance@biology.ucla.edu

Mathematical Problems in Engineering

Special Issue on
Space Dynamics

Call for Papers

Space dynamics is a very general title that can accommodate
a long list of activities. This kind of research started with
the study of the motion of the stars and the planets back
to the origin of astronomy, and nowadays it has a large
list of topics. It is possible to make a division in two main
categories: astronomy and astrodynamics. By astronomy, we
can relate topics that deal with the motion of the planets,
natural satellites, comets, and so forth. Many important
topics of research nowadays are related to those subjects.
By astrodynamics, we mean topics related to spaceflight
dynamics.

It means topics where a satellite, a rocket, or any kind of
man-made object is travelling in space governed by the grav-
itational forces of celestial bodies and/or forces generated by
propulsion systems that are available in those objects. Many
topics are related to orbit determination, propagation, and
orbital maneuvers related to those spacecrafts. Several other
topics that are related to this subject are numerical methods,
nonlinear dynamics, chaos, and control.

The main objective of this Special Issue is to publish
topics that are under study in one of those lines. The idea
is to get the most recent researches and published them in
a very short time, so we can give a step in order to help
scientists and engineers that work in this field to be aware
of actual research. All the published papers have to be peer
reviewed, but in a fast and accurate way so that the topics are
not outdated by the large speed that the information flows
nowadays.

Before submission authors should carefully read over the
journal’s Author Guidelines, which are located at http://www
.hindawi.com/journals/mpe/guidelines.html. Prospective au-
thors should submit an electronic copy of their complete
manuscript through the journal Manuscript Tracking Sy-
stem at http://mts.hindawi.com/ according to the following
timetable:

Manuscript Due July 1, 2009

October 1, 2009

First Round of Reviews

Publication Date January 1, 2010

Lead Guest Editor

Antonio F. Bertachini A. Prado, Instituto Nacional de
Pesquisas Espaciais (INPE), Sao José dos Campos,
12227-010 Sao Paulo, Brazil; prado@dem.inpe.br

Guest Editors

Maria Cecilia Zanardi, Sao Paulo State University
(UNESP), Guaratingueta, 12516-410 Sao Paulo, Brazil;
cecilia@feg.unesp.br

Tadashi Yokoyama, Universidade Estadual Paulista
(UNESP), Rio Claro, 13506-900 Sao Paulo, Brazil;
tadashi@rc.unesp.br

Silvia Maria Giuliatti Winter, Sdo Paulo State University
(UNESP), Guaratinguetd, 12516-410 Sao Paulo, Brazil;
silvia@feg.unesp.br

Hindawi Publishing Corporation

http://www.hindawi.com



http://www.hindawi.com/journals/mpe/guidelines.html
http://www.hindawi.com/journals/mpe/guidelines.html
http://mts.hindawi.com/
mailto:prado@dem.inpe.br
mailto:cecilia@feg.unesp.br
mailto:tadashi@rc.unesp.br
mailto:silvia@feg.unesp.br

	1Call for Papers4pt
	Lead Guest Editor
	Guest Editors

