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We give a regularization method for a unilateral obstacle problem with obstacle
on the boundary and second member f.
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1. Introduction. Let Q be a bounded domain of R"™ with smooth boundary
I' = 0Q. We consider the variational inequality problem—called obstacle prob-
lem: find

uecHY(Q) (1.1)
such that

J VuV(v—u)JrJ u(v—u)+J vI—u +{f,v-u)=0 VYveH (Q),
Q Q r 1.2)

where f € L2(Q); it is well known that problems (1.1) and (1.2) admit a unique
solution (see [3]).

The aim of this paper is to develop a regularization method for solving a
nondifferentiable minimization problem that is equivalent to problems (1.1)
and (1.2).

The idea of the regularization method is to approximate the nondifferen-
tiable term by a sequence of differentiable ones depending on (¢ > 0, € — 0).

We give three forms of regularization for which we establish the convergence
result and a priori error estimates.

Next, by duality method of conjugate functions (see [1]), we provide a poste-
riori error estimates desired for the numerical computation. And as an appli-
cation, we develop a regularization method for solving a sequence of penalised
problem.

2. Formulation and regularization method. Let Q) be a bounded domain of
R” with smooth boundary I' = 0Q and let f € L2(Q).

We denote by (-, -) the duality pairing between H~1(Q) and H' (Q), and (-, -)
the inner product of L?(Q).
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Consider the following variational inequality problem:

Find u € H'(Q),

a(u,v—u)+J v -u +{f,v-u)=0 VYveH\(Q),
T
where a(-,-) is defined by

a(u,v):J Vu-Vv+J u-v, u,veH (Q).
Q Q

It is well known that problem (2.1) admit a unique solution (see [3]).

For all z € L2(Q), we denote
z" =max{z,0}, z~ =max{0,—-z}.
If v € H'(Q), then we have v, v~ € H*(Q) and
a(vt,v)=0.
DEFINITION 2.1. Let @ be the following functional:

) = Jrv*, v e HY(Q).

(2.1)

(2.2)

(2.3)

(2.4)

(2.5)

The functional @, being nondifferentiable on H'(Q), is approximated by a

sequence of differentiable functionals
@e(v) = Lfl)s(v)dx, (>0, —0).

The regularized problem is

Find u, € H' (Q),

A(Ue,V =) + e (V) — Qe (ue) + (f,v—ue) =0 Vv e H(Q).

Problems (2.1) and (2.7), respectively, are equivalent to

ucH(Q): a(u,v—u)+J (v-—u)dx
T
+J fw-—uwdx=0 VYveH (Q),
Q
u, e H(Q): a(Ue,V —Ue) + Qe (V) — P (Us)

+J fw-—u)dx=0 VveH Q).
Q

(2.6)

(2.7)

(2.8)

(2.9)
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There are many methods to construct sequences of differentiable approxima-
tions. In this paper, we take the sequence ¢, verifying one of the following
choices:

0 ift>0,

t2
¢§(t):<§ if —e<t<0,

—t—% ift <—¢,

% ift >0,

(2.10)
2

¢§(t)=<;<tg+e) if —e<t=<0,

|-t ift <-—¢,
¢3(t)— £ ift >0,

S | Vegver it <o.

With these choices, problem (2.7) admits a unique solution. To establish the
convergence of the sequence (u,), we need the following results (see [2]).

LEMMA 2.2. LetV be a Hilbert space, a:V XV — R a continuous, V -elliptic
bilinear, j : V — R proper, nonnegative, convex, weakly continuous function,
and f a linear continuous on V. Assume that j. : V — R, € > 0, is a family of
nonnegative convex weakly lower semicontinuous (l.s.c.) functions verifying

Jje(v) — j(v) YveV,

ifus — u weakly inV, then j(u) < linginfjf(uf). (2.11)
P
Let u and u; be the solutions of the following variational inequalities:
a(u,v-u)+jw)-ju)+{(f,v-u)=0 VvevV,
. . (2.12)
a(Ue,V —ue) + je (V) = je(ue) +(f,v —ue) 20 Vv ev,
respectively. Then, u. — u in V. when € — 0.
LEMMA 2.3. Assume that
i) = [ ewax,  jew) = [ dwax (2.13)
and j is weakly Ls.c. If
¢ (t) — P (t) uniformly int, as e — 0, (2.14)

then (2.11) is verified.
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We notice that if

|pe(t) —p(t)| <ce VteR, (2.15)

then (2.14) is verified. Since the functions ¢§, Jj =1,2,3, verify inequality (2.15),
then we have the convergence 1, — 1 when & — 0 in H'(Q).

Taking v = u, (resp., v = u) in the inequality of problem (2.1) (resp., (2.7)),
we obtain

a(u—ueu—ue) < @(Ue) — Pe(Ue) + Pe(u) —@(u). (2.16)
Consequently, we obtain the following a priori error estimates:

[ = e[ q) < (20)2VE. (2.17)

3. A posteriori error estimates. In this section, we use the duality method
by conjugating functions in order to derive the a posteriori error estimates of
the solution of approximate problem. We need the preliminary results (see [1]).

Let V and V* (resp., Y and Y*) be two topological vector spaces and (-, -)y
(resp., (-, -)y) denote the duality pairing between V and V* (resp., Y and Y*).
Let @ be a function from V to R = RU {—, + 0}, and let its conjugate function
be defined by

@*(v*) =sup(v*,v), —p), (3.1)

veV
where v* is in V*.
Assume that there exists a continuous linear operator L from V to Y, L €

£(V,Y), with transpose L* € £(Y*,V*). Let J be a function from V x Y to R.
We consider the following minimization problem:

ueV, Ju,Lu)=inf J(v,Lv), 3.2)
veVv
where the conjugate function of J is given by

J*(y*v*)= sup {(v*v)y +(¥*, )y -JW, )} (3.3)

veV,yey

THEOREM 3.1. Assume that V is a reflexive Banach space and Y a normed
vector space. Let ] : V xY — R be a proper Ls.c. strictly convex function verifying
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(i) there exists uy € V such that J(ug,Lug) < co and y — J(uop,y) is contin-
uous at Lug;
(i) J(v,Lv) — 4+ as ||V]|ly — +oo, v EV.
Then, problem (3.2) admits a unique solution, and

Ju,Lu) = inf J(v,Lv) = — sup J*(—y*,L*y*). (3.4)
veV yrey*

Let Q be an open subset of R", and g : O X R™ — R be the Carathéodory
function, that is, for all s € R", x — g(x,s) is a measurable function, and, for

almost all x € Q, the function s — g(x,s) is continuous. Then, the conjugate
function of

G(v):JQg(x,v(x))dx (3.5)

(assuming G is well defined over some function space V) is

G*(v*) = JQg(x,v*(x))dx Vv* eV*, (3.6)
where
gf(x,y)= sulzj {ys—g(x,s)}. (3.7)
seR

For problem (2.1), we take

V=HYQ), Y=Y*=(L*(Q)"xL*(Q),
Lv =(Vv,v), Jw,Lv) =H(v)+G(Lv),

0 if v >0 o0n0Q,
H() = { (5:8)
+o0  otherwise,

1 1
G(y)=J §|y1\2+§|y2\2+fyz,
Q

where y = (y1,y2) with y1 € (L2(Q))" and y, € L2(Q); a similar notation is
used for y* € Y*. So, the obstacle problem (2.1) can be rewritten in the form
(3.2).

To apply Theorem 3.1, we compute the conjugate of the functional J. We
have

J(=y*,L*y*) =H*(L*y*) +G* (- y¥), (3.9)
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where

H*(L*y*)= sup {(Lv,y)-H(v)}
veHL(Q)

= sup j (Vvyf+vy))dx
{fveH! (Q),v=0inT} O

10 if —divyf+yFf=0inQ,

o otherwise, (3.10)

G* (%) =§gg{<—y*,y>—G(y)}

1 2 1 2
= sup (—yl*yl—y?yz—glyll —§|sz —fyz>dx
yey JQ
1 1
= (Gt P45 1vr - f 1) ax.
Q

Hence,

1 1 . )
T (=, L*y*) = {JQ(§|ym2+§|yf‘f‘2>dx if —divyf +y; =0,

o0 otherwise.
(3.11)
We have
1 1 1
J(ue,Lue) — J(u,Lu) = J S Vue | = S IVulP + = ue |
Q?2 2 2
1 (3.12)
-5 [ul? + f(ue —u)dx.
Using (2.8) with v = u,, we obtain
1 2
J(ue,Lue) = J (u, L) = Slue = ullin o). (3.13)
Applying Theorem 3.1 and using (3.11), we have
1 2 1 2
J(ue,Lue) —J(u,Lu) SJ SIVue |+ 5 [ue "+ fue
a2 2 (3.14)

1 1
+§|J’fk|2+§|3’z**f|zdx

for all y* = (¥, y5) € Y*, with —divy; + ¥y =0 in Q.
Since ¢, is differentiable, inequality (2.9) is equivalent to u. € H'(Q)

a(ug,v)+Jr¢;(u5)v+Jva =0. (3.15)



REGULARIZATION OF A UNILATERAL OBSTACLE PROBLEM ...

Hence, u. verifies the following Neumann problem:

“Aus+u:+f=0 inQ,

oue ,
[ i) onr

If we take
Y= Vi, i = (ue+ fue,
then we have
—divy +yS =0.

Then, we have the a posteriori error estimate

1 2 2 2

Sllue=ulfn = [ 19uel+ el + fue.
Taking v = u, € H(Q) in (3.15),

a(“&”s) +Jl“ d),s(us)(us) +L2fu£ =0

Hence,

JQ|V1/L5{2+L)|us|2+qu;(u5)(uE)+JquE:0

Estimate (3.19) becomes

Sllue=ulfin = [ #h0u) o).

Hence, we obtain the a posteriori error estimates.
For the choice (1.1) and (1.2), we have

if t >0,

0
t .
- if —e<t <0,
3

-1 ift<-=¢.
The a posteriori error estimate is

2
1 2 J J e
—(U—U < u + e
5 llue =ullm ) [uES,E]| el [-e<ue<0] €

247

(3.16)

(3.17)

(3.18)

(3.19)

(3.20)

(3.21)

(3.22)

(3.23)

(3.24)
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For the choice (2.4), we have

0 ift >0,
Pe(t) = t fioo (3.25)
1 < 0.
V2 + €2

The a posteriori error estimate is

L e —ul? <J uel®
2 Me PN = | o) hZse

4. Application. Consider the following variational inequality problem:

(3.26)

Findu ek, a(u,v—-u)+{f,v—-u)=0 Vv eK, 4.1)

where a(-,-) is defined by

a(u,v):J Vu-Vv+J u-v, u,veH (Q),
Q Q 4.2)
K={veH'(Q):v=0o0nT}.

It is well known that problem (4.1) admits a unique solution (see [3]).

We write the obstacle problem (4.1) in a new form.

THEOREM 4.1. Let (Uy) (x = 0, x — 0) be the solution of the following
problem—called penalised problem:

Find uy € HY(Q),

(4.3)
a(Ua,V —Ua) + Pa(V) — Qo (Ue) + {(fLV—U«) 20 VYV e H'(Q),
where @ is the functional defined by
1 - 1
pav)=— v, veH (Q). 4.4)
& Jr

Problem (4.3) admits a unique solution and (U ) (x>0) solution of (4.3) converges
to u solution of (4.1) when « — 0.

PROOF (see [2]). The functional @4, being nondifferentiable on H'(Q), is
approximated by a sequence of differentiable functionals

1
P (V) = &jrqbg(v)dx, (€2 0,6 — 0). (4.5)
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The regularized problem is

Find uy: € H' (Q),

A(Uae,V —Une) + Poe (V) = Poe(Uae) + (fLV —Uae) =0 Vv € HY(Q).

(4.6)
Problems (4.3) and (4.6) are, respectively, equivalent to
1 . 1 _
Uy EH'(Q): a(uy,V—uy)+ p (v —uy)dx
r
+J fv-—ux)dx=0 VYveHY(Q),
Q (4.7)

Uy, € HI(Q) . a(ua,e‘;v _ua,e) +(Po<,e(v) _(Pa,e(uo(,e)

+JQf(v ~Une)dx =0 Vv eH (Q).

We can similarly proceed to drive the a posteriori error estimates; then, for the
choice (1.1) and (1.2), we have

0 ift=0,
, t .
(1) = p if —e<t<0, (4.8)
-1 ift<-e.
The a posteriori error estimate is
2
1 2 1 1 J | Uy,e |
—lUge—U < — u +— —_—. 4.9)
2 || o, tXHHl(Q) o J e <—ec] | o€ | o ) [ ecu e <0] <
For the choice (2.4), the a posteriori error estimate is
2
1 2 1 J |ua £ |
“Uxe—Uu o) < — —_— (4.10)
2” &, & D(HH (Q) o [uo(,sﬁo] u%‘5+52
|

5. A posteriori error estimates for regularized discrete problem. Let Vj,
be a finite element space approximating H' (Q). Then, the finite element solu-
tion uy € Vj, for the obstacle problem (4.1) is determined from the following
problem:

Find u, € Vi, up = 0 on 0Q,

5.1
a(uh,vh—uh)+(f,vh—uh) >0 Vv,eVy vp=0o0n 0Q. ( )
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If we use the penalisation method, then the solution uj, of problem (5.1) is the
limit when « tends to 0 of the solution u of the following problem:

Find Ug,h € Vi,

a(Uah, Vn —Uah) + Pa(Vn) = Pa(Uan) + (frn, Vn—Uah) =20 VUi € Vi
(5.2)

We can similarly proceed as in [2] to prove the convergence of the finite element
approximations and to have a priori error estimates.
The regularized problem of (5.2) is

Find ugpne € Vi,

a(urx,h,s; Uh_ua,h,s)+q)0(,s (Uh)_(pv(,s(u(x,h,s) + <fhyvh _u(x,h,e> >0 Vv, eV
(5.3)

We can similarly prove that (5.3) has unique solution and its solution converges
to the corresponding solution of problem (5.2).

By the duality theory on the discrete problems, we prove the following a
posteriori error estimates.

For the choice (1.1) and (1.2), the a posteriori error estimate is

2
Mltane =ty < 5 el + 2 | pened
x,n,e , - x,n,e -
2 HU@ X Jugpe<—¢l X J[—e<uyp,e<0] &
(5.4)
For the choice (2.4), the a posteriori error estimate is
2
1 2 1 Uw,n,
iHutx,h,e —Uahlp ) = *‘[ 7/|2a78|' (5.5)
X [Ue,h,e<0] ua,h,£+€2
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