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We are concerned with the nonlinear fourth-order three-point boundary value prob-
lem u®(t) = a(t) f(u(?)), 0<t <1, u(0) = u(l) =0, au”(y) — fu’" (1) = 0, yu''(1) +
du”’(1) = 0. By using Krasnoselskii’s fixed point theorem in a cone, we get some exis-
tence results of positive solutions.
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1. Introduction

As is pointed out in [1, 2], boundary value problems for second- and higher-order differ-
ential equations play a very important role in both theory and applications. Recently, an
increasing interest in studying the existence of solutions and positive solutions to bound-
ary value problems for fourth-order differential equations is observed; see, for example,
[3-8].

In this paper, we are concerned with the existence of positive solutions for the follow-
ing fourth-order three-point boundary value problem (BVP):

uB () =a®) f(ut), 0<t<l,

u(0) = u(1) =0, (1.1)
() —pu""(n) =0,  yu"(1)+6u"(1)=0

where a, 5, y, and § are nonnegative constants satisfying ad +fy+ay >0; 0<n <1,
a e C[0,1],and f € C([0,),[0,0)). We use Krasnoselskii’s fixed point theorem in cones
to establish some simple criteria for the existence of at least one positive solution to BVP
(1.1). To the best of our knowledge, no paper in the literature has investigated the exis-
tence of positive solutions for BVP (1.1).
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The paper is formulated as follows. In Section 2, some definitions and lemmas are
given. In Section 3, we prove some existence theorems of the positive solutions for BVP
(1.1).

2. Preliminaries and lemmas

In this section, we introduce some necessary definitions and preliminary results that will
be used to prove our main results.
First, we list the following notations and assumptions:
u . u
Jw) ), :hmif( ).
u

u—oco Y

fo=lim

lim foo (2.1)
(Hy) f :[0,00)—[0, ) is continuous;
(Hy)a € C[0,1], a(t) <0, forall t € [0,%], a(t) = 0, for all t € [#,1], and a(t) # 0, for
allte (p,n)U(n,q) (O<p<ny<g<l).
By routine calculation, we easily obtain the following lemma.

LEmMa 2.1. Suppose that a, 3, y, 0 are nonnegative constants satisfying ad + fy +ay > 0.
Ifh € C[0,1], then the boundary value problem

v'(t) =h(t), tel0,1],

, ) (2.2)
av(n) —Bv'(n) =0, yv(1)+8v' (1) =0
has a unique solution
t 1 1
y(t) = J (- h(s)ds-+ J (aln— 1) — B) (y(1 —5) + &) h(s)ds, (2.3)
1 1
where 0 = a + fy +ay(1 — 1) > 0.
Let G(t,s) be the Green’s function of the differential equation
-u'(t)=0, te(0,1), (2.4)
subject to the boundary condition
u(0) =u(1) =0. (2.5)

In particular,

Glts) = s(1-1), 0<s=<t<l, (26)
= t(1—s < . ’
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It is rather straightforward that

0 < G(t,s) < G(s,s), 0<t,s<1, 2.7)
G(t,s) = mG(s,s), te([p,ql,s<[0,1], (2.8)

where0< p<g<1l,and0<m=min{p,1 —q} < L.
Let X be the Banach space C[0, 1] endowed with the norm

llull = max [u(6)]. (2.9)

We define the operator T': X —X by

1 s
Tu(t) = J G(t,s)U (= )a(r) f (u(r))dr
0 1 (2.10)

21 - atn - 9) (00 - 1)+ O)ate) (e s,

0 Jy

where G(t,s) as in (2.6). From Lemma 2.1, we easily know that u(¢) is a solution of the
fourth-order three-point boundary value problem (1.1) if and only if u(#) is a fixed point
of the operator T.

Define the cone K in X by
K= {ueX uz0,min u(t)>miull, (2.11)
te[p,q]
where 0 < p<y<g<1,and
0<m=max{p,1—q} <L (2.12)

LEMMA 2.2. Assume that (Hy) and (H3) hold. If B = an, then T : K—K is completely con-
tinyous.

Proof. For any u € K, we know from (2.10), (H,), (H;), and 8 = a# that
J G, S)U (s— T)a(r) f (u(r))dr

[ (B atr-9) (y1 1)+ 8)a) f ()|

0 Jy
" Ll Gt,) [ J’:(T ~ Sa(e) f (u(e))dr

+ [ (B~ aty - ) (01 - 0) + O)ale) f (u(0)dr

0 Jy

+lf(/3_(x(,7_s))( (1-1)+8)a(r)f(u(r))d ]S

o
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- J: G(t,s) [ Ln(s —1)a(7) f (u(r))dr

+ 1 Ll (B-aln—13))(y(1-1) +8)a(1)f(u(f))dT]ds

o

1 s
-I—I G(t,s)[lj [ad(T — 1)+ By(1 —s)+ay(1 —s)( — 1)+ Bda(r) f (u(1))dr
n 0 Jy

1
= f (+a(s — 1) (y(1 = 1)+ 8)a(z) f (u(r)) dr |ds

>0, te[0,1]. (2.13)

Hence, in view of (2.13) and (2.7), we have

n n
ITull = max (Tu)(t) = | Gs5)| | (s=rla()f (u(r))dr

W1 Ll (B—aln—s))(y(1-1)+ 8)a(r)f(u(—r))d7] ds

o

1 s
+J G(s,s)[lj [8(z = 1)+ By(1 ) + ay(1 - )(r — ) + BSa(x) f (u(x))dr
n 0 Jy

+ 1 Jl B+a(s—n)(y1-1) +5)a(r)f(u(r))d1]ds.

0 Js
(2.14)

Thus from (2.8), (2.13), and (2.14), we get

min (Tu)(t)
te[p.ql

>m J;)q G(s,s) [ Lq(s —1)a(t) f (u(z))dr

1
2 | (B atn=5) (/01 =0+ O)a(o) f (u()dr | ds
0Jy
1 1 S
+mJ G(s,s)[gj [ad(T = 1)+ By(1 —s)+ay(1 —s)(t — 1)+ pdla(r) f (u(r))dr
n 1

1
+ &J (Bras—n)(y(1-1) +6)a(r)f(u(f))dr]ds = m|| Tull,
(2.15)

where m as in (2.12). So T : K—K. Moreover, it is easy to check by the Arzela-Ascoli
theorem that the operator T is completely continuous. O

Remark 2.3. By 0 = ad +y+ay(l —#) >0and 3 = ar, we have § > 0.

Recently, Krasnoselskii’s theorem of cone expansion/compression type has been used
to study the existence of positive solutions of boundary value problems in many papers;
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see, for example, Liu [7], Ma [9], Torres [10], and the references contained therein. The
following lemma (Krasnoselskii’s fixed point theorem) will play an important role in the
proof of our theorem.

LeEMMaA 2.4 [11]. Let X be a Banach space, and let K C X be a cone in X. Assume that Qy, Q,
are open subsets of X with 0 € Q;, Q1 C Qy and let A: K N (Q, \ Q1)—K be a completely
operator such that either

1) Aull < llull, u e KnoQ and ||Aull = ||ull, u € K N oy; or

(1) JAull = llull, u € KN oQq and ||Aull < ||ull, u € K N oQ,.
Then A has a fixed point in K 0 (Q \ Q).

3. Main result

We are now in a position to present and prove our main result.

TueOREM 3.1. Let 3 = an. Assume that (H;)-(H,) hold. If fo = oo and f. =0, then (1.1)
has at least a positive solution.

Proof. Since fy = oo, we can choose r > 0 sufficiently small so that
fuyzeu forO<su<r, (3.1)

where ¢ satisfies

6

m(1-n) [ —a(r)r3dr’
£> ”

B f, (x = n)(1 = 1) (y(1 = 1) +8)a(r)dr’

if a(ty) <0, for some ty € (p,7),

if a(t;) >0, forsome t; € (1,9).
(3.2)

Set Q, = {u € K| ||ul]| < r}. From condition (H;), we consider two cases as follows.

Case 1. If a(ty) < 0 for some t; € (p,n), then, for u € dQ),, we have from (2.13), (3.1),
and (3.2) that

(Tu)(n) = j: G(n,s)[fu— Da(r) f (u(r)dr
o1 [ B -atr-9) (104 d)atryf o) fas

J G(n,s) J (s—1)a(r) f (u( )des>£J G(n,s) Jn(s—r)a(r)u(r)drds

> mellul| J G(#,s) Jn(s —T)a(t)drds = msllullj a(T)dTJT G(n,8)(s —1)ds

—msIIuIIJ a(7) dTJ (1= )s(s — 7)ds = mellull > ’7 V3dr = lull,
(3.3)
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which implies
ITull = llull, YuecoQ,. (3.4)

Case 2. If a(t;) > 0 for some t; € (4,9), then, for u € 9Q,, we have from (2.13), (3.1),
and (3.2) that

1 s
(Tulla) > J G(ﬂ’s)[%J [ad(T = 1)+ By(1 =) +ay(1 = s)(z =) + pd]a(r) f (u(r))dr
n n
1 1
+EJ; (ﬁ'Hx(s_ﬂ))()’(l_T)+6)a(‘[)f(u(f))d‘[:|ds
1! !
ZEJ G(ﬂ,S)J (B+a(s—n) (y(1-1)+8)a(r) f (u(z))dr ds
n s
> ng G(1,5) L‘ (y(1 = 1) +8)a(z) f (u(r))dr ds
> s[;Tmllull J: G(f7,s)ds£1 (y(1=1)+8)a(r)dr
_ 8ﬂ7n 1 T
- 2 | 1=+ a(wrds [ 101 -
1
= SﬁTmllull L n(r— 11)(1 - %(r+;7)) (y(1 = 1) +8)a(r)dr

1
. sﬁﬂuunj (-1 -7)(y(1 = 1) +8)a(r)dr = |lul,
o 1

(3.5)
that is,
ITull = lull, YuedQ,. (3.6)
Next, define a function f*(v): [0,00)—[0, ) by
f*(v) = max f(u). (3.7)

O<su<v
It is easy to see that f*(v) is nondecreasing. Since f. = 0, we have lim,_. f*(v)/v = 0.
Thus, there exists R > r such that
f*(R) < 6R, (3.8)

where 0 satisfies

9[1—12 Lﬂ —a(t)r’dr + é[(l —-no+B81(1-1n%) J:; a(t)dr

1 (3.9)
(B+a(l—1) L (y(1=7) +6)a(r)d1] <1

1
+7
60
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Hence, we obtain
fu)< f*(R)<O6R, 0=<u=<R (3.10)

Thus from (2.14) and (3.10), for all u € d0Qg, we have

1

ITull < HR[ J" Gls,) [ Iq(s —Da(t)dr+ % J

n

(B—an+as)(y(1-1) +5)a(r)dr]ds
JGS, [ J [ad(7 — 1)+ By(1 —s) +ay(1 —s)(r —n)+Bd]a(r
1
+ 2| (B ats—n) (/1 =00+ 8)a(r)dr |as |
seRU a(T)dTJ s(1-9)(s—1) ds+ﬂj (y(1—7)+8)alr )dTI s(1—s)ds
1 1
. J (l—s)dsj [ad(1 = ) + By(1 =) + ay(1 — n)* + Bd]a(r)dr
0 Jy
1
+iL (l—sdsJ' B+all-m)(y (I—T)+8)a(T)dT]

:eR[fﬂ— () 3d1+6ﬂ Gn? — 21 )L1 (y(1 = 1) + 8)a(z)dr

1
+ é[(l —n)o+p8](1-3n*+21°) L a(t)dr

1
o B el =) (1=37+2) | (/1 =)+ 8)a(w)ar

seR[iK—a( Vrdr+ 6i[(1—;7)o+55]( )Lla(‘r)d‘r

1

+ é(ﬁﬂx(l - n))J (y(1 T)+5)a(‘r)d‘r] <R=|lull,

1
(3.11)

that is,
ITull <llull, forue€ dQg. (3.12)

Hence, from (3.6), (3.12), and Lemma 2.4, T has a fixed point u € Qr \ Q,, which means
that u is a positive solution of BVP (1.1). O

THEOREM 3.2. Let 3 > an. Assume that (H)-(H,) hold. If fo = 0 and fe = oo, then (1.1)
has at least a positive solution.
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Proof. Since f., = co, we can choose R; > 0 sufficiently large so that

f(u)=Au, u=z=R,, (3.13)
where A satisfies
6 i f
(1) [l -a(e)(c - p)(e v rp—rpt)dr’ A0 <O forsometo € (p)
A= ?
o .
ﬂmﬂf,?(‘f T By oW e sy sy if a(t;) >0, for some t; € (1,q).
(3.14)
Choose
R> %, (3.15)

where m >0 as in (2.12). Let u € 0Qpg. Since u(t) = m||lull = mR = R, for t € [p,q], from
(3.13), we see that

f(u(t)) = Au(t) > AmR, Vte[p,ql, uc oQg. (3.16)
For u € 0Q, we consider two cases as follows.
Case 1. If a(ty) < 0 for some ty € (p,#), then we have from (3.3), (3.14), and (3.16) that
1 1
(Tu)() = L G(U,S)J (s— T)a(r) f (u(r))dr ds

n n
> L G(r.s) J (s— T)a(r) f (u(r))dr ds

1 1
> AmRJ G(r/,s)J (s—71)a(r)drds
P s (3.17)

a(T)dTJTs(s _1)ds
P

=AmR(1 —y) J:

P
= éAmR(l - n)J —a(t)(r - p)(r*+1p —2p*)dr
1
=R = |lull,
which implies

I Tull = llull, VuecoQp. (3.18)
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Case 2. If a(t;) >0 for some t; € (1,9), then we have from (3.5), (3.14), and (3.16) that
(Tw)(n) > —J G(fy,s)J (1—1)+8)a(e)f (u(r))dr ds
J G n,s)J (1—=1)+8)a(e) f (u(r))dr ds
zAng L G(r.s) J (y(1 = 1) + ) a(z)dr ds (3.19)
o B[ fo1_
= amRE L (y(1 = 1)+ &)a(r)dr L n(1 = s)ds

zAmR/%]7 Jq(‘r— (1 -1)(y(1=1)+8)a(r)dr = R = |lull,
1

which implies
ITull = lull, Vue Q. (3.20)
Since fo = 0, we can choose 0 < r < R such that
fu)<0u, O<u=<r, (3.21)

where 0 as in (3.9). For u € 0Q),, we have from (3.11) and (3.21) that

I Tul senun[éﬂ—a( yPdr+ (1) o+ﬁé](1—n2)ﬂa<r>dr

1 (3.22)
+$(ﬂ+(x(l —0) L (y(1— T)+6)a(r)dr] < lull.
So,
ITull < lul, ueoq,. (3.23)

Therefore, from (3.20), (3.23), and Lemma 2.4, T has a fixed point u € Oz \ Q,, which
means u is a positive solution of BVP (1.1). O

Finally, we conclude this paper with the following example.

Example 3.3. Consider the following fourth-order three-point boundary value problem:
u®(t) =sinm(1+20)u'(t), 0<t<l,
u(0) =u(1) =0, (3.24)
r(2) g (L) =0 s o

where 0 <7 < 1, a, 3, y, and § are nonnegative constants satisfying ad + fy +ay > 0 and
B = (1/2)a. Then BVP (3.24) has at least one positive solution.
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To see this, we will apply Theorem 3.1. Set

=o', a(t)=sinn(1420), 1= % (3.25)
With the above functions f and a, we see that (H,;) and (H;) hold. Moreover, it is easy to

see that
fo= oo, fo=0, Bzan. (3.26)

The result now follows from Theorem 3.1.
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