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Abstract
In this note we give the solution of the sum form functional equation

X > > >
flpiog;) = f(ps)  flg)

i=1 j=1 i=1 j=1

arising in information theory (in characterization of so-called entropy of de-
gree a), where f : [0,1]*> — R is an unknown function and the equation holds
for all two dimensional complete probability distributions.
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1. Introduction

In the following we denote the set of real numbers and the set of positive
integers by R and N, respectively. Throughout the paper we shall use the following
0 1

notations: 0 = | : eRF 1= : € RF. For all 3 < n € N and for all

0 1
k € N we define the sets T'¢ [k] and T2 [k] by

F;[k’] = {(plvvpn) Ry 2 € [Oal]kﬂ;: 17--~7n7zpi :1}
i=1

*This research has been supported by the Hungarian National Foundation for Scientific Re-
search (OTKA), grant No. T-030082.
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62 1. Kocsis

and .
F?L[kj}: {<p17"7pn):pl 6}051[k72215'7n7zp121}7
i=1
respectively.
1 Y1 T1Y1
If 2 = : Y = : € R¥ then z oy = : € RF .
Tk Yk TrYk

If we do not say else we denote the components of an element P of T'¢[2] or ') [2]

by
P11 oo Pni
P = R = .
1 Pn) ( P12 ... DPn2 )

A function A : R¥* — R is additive if A(x +y) = A(x) + A(y), =,y € RF,
function M :]0,1[*— R is multiplicative if M (z o y) M (x)M(y), =,y €]0,1[F
function M : [0, 1]¥ — R is multiplicative if M (0) = 0, M (1) = 1, and M(x e y)
M(z)M{(y), =,y € [0,1]*.
The functional equation

o o

n

> 2 fbieq) :Z pi) Y flay) (E[K])

i=1 i=1 j=1

will be denoted by (E°[k]) if (E[k]) holds for all (p1,...,p,) € TS [k] and (g1, ..., qm)
€ I'¢ [k], and the function f is defined on [0,1]* (closed domain case), and by
(E°[k]) if (E[k]) holds for all (p1,...,p,) € T2[k] and (q1,---,qm) € T9,[k], and f
is defined on ]0, 1[* (open domain case). The solution of equation (E°[1]) is given
by Losonczi and Maksa in [3], while equation (E°[k]) (k € N) is solved by Ebanks,
Sahoo, and Sander in [2].

—

<.

Theorem 1.1 (Losonczi, Maksa [3]). Let n > 3 and m > 3 be fized integers. A
function f : [0,1] — R satisfies (E°[1]) if, and only if, there exist additive functions
A:R =R and D : R — R, a multiplicative function M :[0,1] — R, and b € R
such that D(1) =0, A(1) + nmb = (A(1) + nb)(A(1) + mb) and

f(p) =Alp) +0b, pel0,1]
or
f(p) = D(p)+ M(p), pe[0,1]
Theorem 1.2 (Ebanks, Sahoo, Sander [2]). Let k > 1, n > 3, and m > 3 be
fized integers. A function f :0,1[F— R satisfies (E°[k]) if, and only if, there
exist additive functions A : R¥ — R and D : R¥ — R, a multiplicative function
M :]0,1[F— R and b € R such that D(1) = 0, A(1)+nmb = (A(1)+nb)(A(1)+mb)
and
fp) = Alp) +b, pelo1ff
or
f(p) = D(p) + M(p), pe€lo,1[".
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The solution of equation (E¢[k]) is not known if k¥ € N, k > 2. Our purpose is
to solve equation (E°[2]).

2. Preliminary results

Lemma 2.1. Let k > 1, n > 3, and m > 3 be fized integers. If the function
f:[0,1]F — R satisfies (E°[k]) and A : R¥ — R is an additive function such that
A(1) = 0 then the function g = f — A satisfies (E€[k]), too.

Proof.
> glpieg) =1 flpieg)—>_ > Alpieq)
=1 j=1 i=1 j=1 =1 j=1
(Zf(pi) - ZA(pi))(Zf(Qj) - ZA(qj)) = Zg(pi) Zg(qg')

O

Lemma 2.2. If A:R? — R is additive, M :]0,1[>— R is multiplicative, H :]0, 1[—

R,andM(y):A(Z) ( )e 2 then
w(8)=u. (7)o,

where p:)0,1[— R is a multiplicative function or

M(z>:y, (;)6]0,1[2.

Proof. Let z,y,z €]0,1[. Then A ;Z +H(z)=M ;Z ) =
M( f)M( f): (A( \?/JE>+H(\/E)><A( ;)—&—H(\/E)).With
fixed  and the notations a(t) A( f ) , t €]0,1[, az(t) A( */f > ,t€]0,1]

(
this implies that ay(yz) + H(z) = (a2(y) + H(Vx))(az(z)
the substitutions y = z = vV, a1(t)

A<?>=«Mﬂ+HW®P—A<gS—H@L
>

(
t
01 . . 0 "
t— A( : ) is additive and A< > —A< 0 > — H(z),t €]0,1], there ex-
);

H(y/x)), while with
H(\/7))? , that is,

t

istscG]RsuchthatA<0>— (see Aczél [1] thusA(C;)—A(QOC>+
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cy, ( gy: ) E]O,l[Q,furthermoreM< 5 ) :A( g )+H($>+0yv ( z ) €Jo, 1[*.

Let pu(z) = A( o ) + H(z), = €]0,1] and let ( zi )( 2 ) €]0,1[2. Then

e+ uorze) = 3 (2 ) < ar (90 ) (9] = (on + oo +
p(x2)). Thus (¢ — )yryz = p(x1)p(ee) — p(zr22) + c(yr1p(x2) + yopu(x1)). Taking

here the limit b —
Yo 0

<

we have that p is multiplicative and

c(1 = )y1y2 = c(yrp(ze) + yapu(z1)).
This implies that either ¢ = 0 and

M( ‘; ) = p(), (z>xe}0,1[2

v (1= e = yaplea) + van(a), ( o )( - ) €]0,17%. Since ju is multi-

"g > +H(z) = p(z) =0, z €]0, 1[.

M( f/):y (;)6]0,1[2.

Lemma 2.3. Suppose that 3 < n € N, 3 < m € N, f:[0,1]> — R satisfies
equation (E€[2]) and

plicative, in this case we get that c =1 and A

Thus

O

K= (m-1)f0)+f(1) =1L (2.1)
Then f(0) = 0 and f(1) =
Proof. Substituting P = (0,...,0,1) € I' [2],@ = (0,...,0,1) € T'¢,[2] in (E°[2]),
by (2.1), we have (nm — 1)f( )+ f(1) = (n—1)f(0 )+ f(1) and, after some
calculation, we get that n(m —1)f(0) = 0. This and (2.1) imply that f(0) =0 and
f1) =1 o

3. The main result

Theorem 3.1. Let n > 3 and m > 3 be fived integers. A function f :[0,1]> — R
satisfies (E°[2]) if, and only if, there exist additive functions A,D : R?> — R, a
multiplicative function M : [0,1]> — R, and b € R such that D(1) = 0, A(1) +
nmb = (A(1) + nb)(A(1) + mb) and

fp)=Ap)+b, pel0,1]?
f(p)=D(p) +M(p), pel0,1>
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Proof. By Theorem 1.2, with k¥ = 2 we have that there exist additive functions
A,D : R? — R, a multiplicative function M :]0,1[>— R and b € R such that
D(1) =0, A(1) + nmb = (A(1) + nb)(A(1) + mb) and

fp)=A{p)+b, peo,1P

f(p) =D(p)+ M(p), pe€l0, 1P

We prove that, beside the conditions of Theorem 3.1, f has similar form with the
same b € R and with the additive and multiplicative extensions of the functions
A,D, and M onto the whole square [0,1]?, respectively. To have this result we
will apply special substitutions in equation (E€[2]) to get information about the
behavior of f on the boundary of [0, 1]2.

CAsE 1. f(p) = A(p)+b, p€]0,1[*> and A(1) # 0.

SUBCASE 1.A. K # 1 (see (2.1))
T r ... T
0 uw ... w
Ie [2] in (E€[2]) we get that

Substituting P =

)GFM%xGWJLmdQ—meQUG

1—2x

atm-15@+1 (5 ) +a( 17 ) -1

(f( o )+A< 1Ix)+(n1)b>K.
Hence

((3)-1(3) Ao B0 ()

x €]0, 1] for some by € R. A similar calculation shows that there exists bgy € R

such that
0 0
=A ~+ bog, €]0, 1]. 3.2
f<y> <y> 20, Y €] [ (3.2)
o T r ... T
Substituting P = 1 0 0) e I'¢[2], = €]0,1], and @ = (0,...,0,1) €

C
F m

[2] in (E°[2]) we get that

Mm—Dﬂ®+f<

() (157w

— 8
N———
+
S
VR
—
o |
8
N———
+
—~
3
|
=
(ol
S
[=)
Il
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z €]0,1] for some by; € R. A similar calculation shows that there exists bg; € R

such that
f<;>_A<Zl}>+b21, y €]0,1]. (3.4)

Now we show that b = bjg = by1 = bgg = ba1. Define the function g : [0,1]> — R by

g< “; > = f( z ) - <A( z > —A(l)x). Then, by (3.1),(3.2),(3.3), and (3.4),

()t (3)man{ (2):(1).(3) (1 o

§ € {b,b10,b11, b20, b21}, respectively. It follows from Lemma 2.1 that g satisfies
equation (E°[2]):

> gwiea) = gpi) ) 9a;) (3.5)
i=1 j=1 = =
Thus, with the substitutions, P = < Ji‘l l’;ﬂn ) eT<[2),
_ Yy .- Ym, . .
@= ( s s ) € I'¢,[2] in (3.5) we get that

TiY; \ _ T; Yj
2 3( ) =2e (7 )2e(%)
(1,...,zn) € TS, (y1,...,yn) € TG [1]. Let ¢ €]0,1] be fixed and G¢(z) =
g(x,{), x € [0,1]. Since g does not depend on its second variable if it is from
10,1[, G; satisfies equation (E°[1]). Concerning G¢(z) = A(1)z + b, x €0, 1] and
A(1) # 0, by Theorem 1.1, we have that G¢(z) = A(l)z + b, = € [0, 1], that is,
b = byg = by1. In a similar way we can get that b = b;g = b1, that is,

() () emn{():(8).(2)()} oo

Now we prove that (3.6) holds on [0,1]2. Let Go(z) = ¢ g ,x € [0,1].
Go(x) = A(L)z + b, x €]0,1[. Thus Gy satisfies (E°[2]). We show that Gy sat-
isfies (E°[2]), too. Let (p1,...,pn) = %1 o x"(;l xln e ez,

(CI17~~7(Jm (
Since g ( )

ym ! y’f) € T2, 1, Tu 1. Ym € [0,1[

/—\OQS

),teOl [ we have that

ZZGO xzy] :ZZQPZ.QJ

i=1 j=1 i=1 j=1
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> 90 glq) = Golxi) Y Golg)) (3.7)
i=1 j=1 i=1 j=1
Substituting:ﬁl:~~~fxn2f():cn1fxnf% Y1 = 0 = Ym L in

m

(3.7) and using the equalities Go(x) = A(L)x + b,  €]0,1] and A(l) + nmb =
(A(1) + nb)(A(L) + mb) we get that

(Go(0) — b)(nm — 2m — nA(1) — nmb+ 2A(1) + 2mb) = 0.

An easy calculation shows that the condition A(1) # 0 implies that (nm — 2m —
nA(l) — nmb+ 2A(1) + 2mb) # 0, that is g(0) = Go(0) = b.

L 10 ... 0 . (10 ... 0
The substitutions P = (0 I r> e I'e2], Q = 0 s S) €
c (1 0 ... O c (. Ym c .
re 2] andP<0 A u)GF"[Q]’Q<U o € I'¢ 2] in
(3.5), using Go(0) = b, imply that the function Gy satisfies equation (E°[1]) also
in the remaining cases r1 = 1,29 = --- =2, = 0y1 = L,y = --- =y, =0
and 1 = L,z = -+ = 2, = 0,(y1,...,Ym) € I'S[1]. Thus, by Theorem 1.1,

Go(z) = A()z+b, z € [0, 1], that is, ¢ ( . ) — Go(1) = A(1)+b. In a similar way

we can get that g ( (1) ) = A(1) + b. Finally the following calculation proves that

10 ... 0 . B

o1 Y )emEe-wo.0e

I'¢ [2] in (3.5) we have that (A(1) +nb)(g(1) — A(1) —b) = 0. It is easy to see that

the condition A(1) # 0 implies that A(1) + nb # 0 thus g(1) = A(1) + b.
SUBCASE 1.B. K =1 (see (2.1))

g(1) = A(1) + b. Substituting P =

In this case, by Lemma 2.3, f(0) =0 and f(1) = 1. Substituting
P i1 0.0 rerg 11 0.0 re i9
(I o o)emBe=1 1 o o)
1 1 19 0 1 1 9 0
P=(1 11 g g)emo=(1 1 o) e
5053 0... 0 51510-1-- 0
s z = 0... 0 . (3 5 5 0... 0 ¢ o] :
p= g g g 0... O)EFn[Q]aQ<z % % 0. O)GFm[Z]m
(E€[2]) we get the following system of equations.

I A(l)+4b= (A1) + 2b)*
IT.  A(1) +6b = (A(1) + 2b)(A(1) + 3b)
ITI. A(1) +9b = (A(L) + 3b)%

This and the condition A(1) # 0 imply that b = 0, furthermore A(1) = 1, that
1

is, 7(0) = 0 and f(1) = 1. Substituting P — ((1) N 8) € To[2,
+ =

o= (04 0 0) eretm @ wesean s (g ) s ()
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()

> ) thus f < > + f < (1) > € {0,1}, while with the substi-
0.
0.

tutions P = (1) 8 ) eTY%2], Q = (q1,...,qm) € TY[2] in (E°[2]) we
get that
if( 41 >+§f< o ) - (f( ! ) +f( 0 ))if(‘”)' (3.8)

It f < (1) > +f ( (1) > = 0 then, with fixed @ = (¢q12,- - -, @m2), (3.8) goes over into

Z] 1 f < e > =c, (qi1,---,qm1) € I'% [1] with some ¢ € R, so, by Theorem 1.2,

there exist additive function a1g : R — R and b9 € R such that

f< g > = ayo(z) +bio, z €]0,1]. (3.9)

In a similar way we can prove that there exist an additive function agy : R — R
and byg € R such that

f( y ) — aso(y) + boo,  y €)0,1[ (3.10)

Iff( ) < >1then(38)goesover1ntozj 1[f<gj;>f(q61)
j

f ( qO ) ] 0, (q1,---,qm) € T% [2]. Thus there exist an additive function Ay :
2

R? — R and by € R such that

f(i)f(ﬁ)f(S)—A()(;)mo, (Z)e]o,u? (3.11)

With the functions a1(z) = (A—Ao) ( g ) , x €]0,1] and ago(y) = (A—Aop) (2),
y €]0, 1] we have that

f( : > — aola) + (ago(y)—f< y ) +bo>,xe]0,1[
f( ; ) — asly) + <a10(1:)—f( . ) +b0>, y €0, 1]

With fixed  and y, we obtain again that (3.9) and (3.10) hold with some b;p € R
and byy € R, respectively.

and
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Substituting P = (| g - 8 ) ere(2], x €0, 1, Q = (qus....qm) € IO [2]

in (E°[2]), after some calculation, we get that

f(f):A(T), z €]0,1]. (3.12)

In a similar way we have that

f(;)zA(;), y €]0,1]. (3.13)

sustinating 7= (¢ 7 7 ) erblocoato= (3 0 )

(E°[2]), after some calculation, we have that b1p = 0 and, in a similar way, we get

that by = 0. Substituting P = ( g 1?”” 8 8 > €T 2], z €)0,1[ Q =
o1 0.0 e I'? [2], y €]0,1] in (E°[2]), after some calculation, we
y 1—y 0 ... 0 mleh Y I v ;W
have that

o -4(3))+ () 1))

This implies that either

aio(z) = A( g ) .z €)0,1] (3.14)

and
0
o) =4 ( ) ). well (315)
or none of these equations holds. It is easy to see that the later case is not possible.

Thus (3.14) and (3.15) hold. Finally with the substitutions P = ((1) 2 o S) €

I'7.[2, Q= i z in (E°[2]), after some calculation, we have that f( L

0
1 o 0 0
=A K In a similar way we get that f 1) = A 1)

CASE 2.
f(z)=A(x)+0b, =€)0,1% A(l)=0 (3.16)

or

f(z) = D(z) + M(x), =z¢€]0,1%, D(1)=0. (3.17)

Define the function g by f — A if (3.16) holds and by f — D if (3.17) holds. It is
easy to see that we have to investigate the following three subcases.
SUBCASE 2.A. g(x) = 0, x €]0,1[?, when

flx)=A(@)+b, b=0, =x¢€]0,1[?
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or
f(z) = D(x)+ M(x), M(z)=0, =x¢]0,1[,
SUBCASE 2.B. g(z) = 1, = €]0,1[?, when
flx)=A(@)+b, b=1, =x¢€]0,1[?

or
f(x)=D(x) + M(z) M(x)=1, x€0,1[
SUBCASE 2.C. g(x) =0, x €]0,1[2, M # 0, M # 1, when
f(z)=D(z)+ M(z), x€]0,1*, M #0,M # 1.

By Lemma 2.1, the function g satisfies (F¢[2]):

> 9ieq;) Zg(pi) > g(ay) (3.18)
i=1 j=1 i=1 j=1
SUBCASE 2.A. g(x) =0, z €]0,1[*. With the substitutions
p=( 310 ery 170 0 ) e
"I Io. o0 I 1. 0 m el
, 1 1 1 ¢ refo L1 9.0 re [
(1110 o)e HQ—(z o0 o)em
in (3.18), after some calculation, we have that g(0) = 0. With the substitutions
x T T . Ll o .00 e o]
P(O w u)EFn[2],x€]O,1[,Q<§ % 0 O)GFm[2]1n
(3.18) we get that
g(%:): , xE]O,[, (3.19)
. : o T T ...
while with the substitutions P = 0w " ) e Ief2], z €]0,1[, @ =

(q1,---,qm) € T2 [2] in (3.18) we have that

n ey
Zg< %jl ) 207 (Q11,an1)€F9n[1]
j=1

Hence there exists additive function a, : R — R such that

g( ‘ ) _ a(Z) - a”:), ¢ €0, 2, (3.20)

where z is an arbitrary fixed element of ]0,1[. It follows from (3.19) and (3.20)
that

g< g > =0, z€l0,1]. (3.21)
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In a similar way we get that
0
g =0, ye€]o,1]. (3.22)

It is easy to see that

(g( ; ),g( ; ),g( . )) € {(0,0,0),(0,0,1),(1,0,1), (0,1, 1)}.  (3.23)

Indeed, the substitutions

pe(5 3 0 )emman (5] 00 ) e
P=(o 340 0 0)emma=(V 5§ o o) emai
PZ(% g g 8 8)6%[2],62:“ 8:: 8>€an[2],and
PZ(i 0 S)GFWLQ:G 0 8)@;[2}

in (3.18) imply that

G wmel(3) e

(10 )o(7) =0
g(é):g(é)g(;)thusifg(é)zltheng(1):1,and
(1)-6(D) ()00

respectively. In a similar way we get that g ( (; ) € {0,1}, and if ¢ ( (1) > =1

then g ( L = 1, respectively, that is, (3.23) holds.

1
Now we show that the statement of our theorem holds in each case given by (3.23).
T T r 0 s ... s

The substitutions P = 10 O)EFn[2]7x€}071[aQ<1 0 ... 0

eIre2 in(3.18)implythatg((1)):g(glc)g<(1)>thus,ifg<(1)>:1,

then g f =1, z € [0,1]. In a similar way we have that, if ¢ =1, then

1
0
) eTef2l, x €
T
1

Jo())-

0. Thus g< alc > =0,z € [0,1] or g< ; > =0,y € [0,1]. In the remaining

g < ; ) =1,y € [0,1]. The substitutions P =

.
0
10 ... 0 c . .
10,1, @ = s s )€ ¢ [2] in (3.18) imply that g

x r
10
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caseg((l)):g<(1)):0,substituteP:(ch g 8)61‘%[2],:56

8 8 € I'¢[2], y €)0,1] in (3.18). Then we have that

Y
1
g< wly > g< T >g( 31/ ),:z:,y €]0, 1], that is, thefunctionul(x)g( Lf ),

x €]0, 1] is multiplicative. In a similar way we can see that the function ua(y) =

g ( ; > , ¥ €]0, 1] is multiplicative, too.

SUBCASE 2.B. g(z) =1, =z €]0,1[%. The substitutions
P = g Lo ) eTe2, z €0,1), Q = (q1,...,qm) € I [2] in (3.18),
imply that

Em:[9< o )-9( 5 )] =0, (qu1s- > qum) € TS[1].

Jj=1

Thus there exists an additive function a, : R — R such that

()2 (5) ()40 ron

where 2 is an arbitrary fixed element of ]0, 1[. This implies that there exist additive
function a1 : R — R and ¢; € R such that

g( 0 ) =ay(z) +e, @ €l0,1]

In a similar way we get that there exist additive function as : R — R and ¢; € R
such that

g( 2 ) =as(y) +c2, ye€j0,1]

xr r ... T

With the substitutions P = ( 10 0 ) eTe[2], x €]0,1[, Q = (q1,- -, qm)
€ TV [2] in (3.18) we get that

T m—1
g<1> — ar(z—1)+1, z€0,1[.

Similarly we have that

g( 1 ) m =1 +1, yeol

) m
With the substitutions P= { 0 "~ " Verep, o= (% & - %) e
v v N0 u ... wu nlEhr = A0 v W

I'¢,[2] in (3.18), after some calculation, we get that (g(0))? = g(0), so g(0) € {0,1}.
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If g(0) = O then, with the substitutions P = ( i 8 8 ) eTo2, Q =
( o ) € T¢ [2] in (3.18), we get that (g(1))2 = g(1), so g(1) € {0,1}.
Furthermore, with the substitutions P = ( g 1 I * 8 8 > eTé2], z €
- .
10,1, @ = ( [ 0 0 ) € I'? [2] in (3.18), we get that
5 3

ai(z) =0, x€]0,1].
In a similar way we obtain that
az(y) =0, ye€o,1[.

With the substitutions

PZ(S . Z)GF%PLQ:(% o j)erm,x,yao,u,
P=(o %0 0)eme= (o Y g ) e
P(é 2 2>€F%[Q]Q(é 2 2>€an[2],and
PZ(é (1) 8 8)GFZ[2]»Q=(Q1,-~,qm)61“9,1[2]

in (3.18), after some calculation, we get that
¢1 = 0 (a similar calculation shows that ¢y = 0),

g( 1 )—l—g((1)):(9<(1))+9<(1)>)2,thatis,g<(1)>+g<
9<0>9 (1)>=O,and
g(1) = 1, respectively.

= O

If g(0) = 1 then, with the substitutions P = ( g 1 I . 8 8 ) e I'c[2],

L1 0o ... 0 N
€]0,1], Q = ( ? 3 0 o) € e [2] in (3.18), after some calculation,

2 2 '

we get that ¢; = 1. In a similar way we have that co = 1. The substitutions

p- ( R ) ETS2, Q = (q1v-. . qm) € T°[2] in (3.18) imply that

. N x T ...
g(1) = 1. With the substitutions P = < 10 0 ) e Ie[2], =z €]0,1],
Q= ( 10 0 ) e I'? [2], y €]0,1], in (3.18) we get that

@) a1+ M)
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al(y)(n + ‘”(1)> - alf}fy) Fai(D)(1—n—m—ay(1))

m

3

From this, with y = %, after some calculation, we get that

mas (1)

al(l)_|_m<n+a1(1) + W_l) (3.24)

2m —1

a(z) =

Since a; is additive and the right hand side of (3.24) does not depend on x we have
that
ai(z) =0, =z €]0,1].

In a similar way, we have that

a2(y) =0, Yy 6]07 1[
0 r
1

With the substitutions P = ( 6 0 ) eTe2, Q= (q1,---,qm) € T2 [2]

in (3.18) we get that ¢ ( (1)

) = 1. In a similar way, we get that g ( (1) ) Thus

glz) =1, ze€l0,1]>

SuBcASE 2.C. g(x) = M(z), = €]0,1[%, where M :]0,1[>— R is a multiplicative
function which is different from the following four functions: ( z ) — 0,( ; ) —

1,( Z ) — x,( ‘: ) — y,( ";j ) €]0,1[2. Tt is easy to check that this condition
implies that there does not exist ¢ € R such that Z?:1 M(gj) = c for all Q =
(QIv o 7Qm) S F9n[2]

With the substitutions P = <

in (3.18) we get that

O r ... r

0L ) TR Q= () € T

g<o>(ilM<qj) “m)=0

Since there exists Q° € I'% [2] such that > M(qj) # m thus g(0) = 0. With the

substitutions P — < e ) ETC[2, Q= (g1, qm) €T [2] in (3.18)
we get that (g(1) — 1) >_7_, M(g;) = 0. Since there exists Q" € 1Y [2] such that
1 00 ... O
n 0 _ St —
> j=1 M(qj) # 0 thus g(1) = 1. The substitutions P = < 010 .. o0lE€
10 0 ... O

L2l Q= ( 0 0 ) € T¢,[2] in (3.18) implythatg( (1) >+g< ‘i )

1 0 ...
1 0\ . 1 0 .
=190 ¢ )FT9l 4 , that is, g o ) t9l )€ {0,1}. The following
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calculation shows that, if there exists 2o €]0, 1] such that g ai) # 0, then there
exists a multiplicative function p :)0,1[— R such that M ( ) ( ) €
]0,1[2. The substitutions P = ai)o " € I'y[2], zo €]0,1], Q =

(q1y---yqm) € T2 [2] in (3.18), imply that
- T0q; T
> {g< o ) —g( 0 )M(qj)} =0, Q=1(q1,---,qm) €TH,[2.
j=1
Thus there exists an additive function A; : R? — R such that
-1 1 A(l
() =y () oy b (8) -5
Y T Yy T 0 m
(%) (%)

Hence there exist an additive function A : R? — R and a function H :]0,1[— R

such that
M< ”y”)A( i >+H(x), (5)@0,1[2.

Since the case M< "; > =y, < ; > €]0,1[? is excluded, by Lemma 2.2, there

exists multiplicative function g :]0,1[— R such that M ( g > = pu(x), ( ; ) €
]0,1[%. In a similar way we can prove that, if there exists yo €]0,1[ such that

g < ; ) # 0, then there exists a multiplicative function p :]0,1[— R such that

0

x x
M = , €]o, 1[2.

(y> 1Y) <y> 10,1]

Now we show that g( g > = 0,z €]0,1] or g( 2 ) = 0,y €]0,1[. Indeed,
suppose that there exist xzy €]0,1[ and yo €]0,1[ such that g( ) # 0 and
g< 0 ) # 0. Then there exist multiplicative functions p; :]0,1[— R and ps :

Yo
10,1[— R such that M ?:j = m(z) = pa(y), ; ) €]0,1[2. This implies

thatM( v > =0, ( v ) €0, 12 orM( v ) =1, ( v ) €]0, 12, which are
y y y y

excluded in this case.

If g ( g ) =0, z €]0,1] and ¢ < 2 > =0, y €]0, 1 then substitute
pP= (1) 8 g ) €T¢[2, Q= (q1,...,qm) € T9[2] in (3.18). Thus we get
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that
O m
o9 )Xt =o
j=1
Since there exists Q¥ € T'Y [2] such that >t M(qj) # 0 therefore g ( ) =0.In
a similar way we have that g 0 10 .. 0
re2], Q= (qi,---,qm) € I'%[2] in (3.18) we get that

(6 (5) (1)) E o

Since there exists Q" € '), [2] such that 7" | M(qj) # 0 therefore

g<f>=M(”1“"), x €]0,1[.

In a similar way we have that

g<;>M(;) y €]0,1].

If there exists xy €]0,1[ such that g< %0 > # 0 and g( 2 ) =0,y €]0,1]

L ) = 0. Substituting P = ( v

<
<
S~
m

then, by Lemma 2.2, there exists a multiplicative function g :]0,1[— R such

z\ T 9 I Sz
that M< Y > = p(z), ( y ) €]0,1[*. Substituting P = ( 10 . o > €
re[2], z €0,1[ and Q = (q1,--.,qm) € T'%,[2] in (3.18), we get that

(g ( 313 ) - u(w)> iu(cm) =0

Since there exists (¢?;, . ..,4¢%;) € T2 [1] such that > u(g3)) # 0 thus g < alc ) =
p(z), x €]0,1].

The substitutions P = < é 2 2 > eIv2, Q = < 0

1
0
e [2] in (3.1 )1mplythatg<(1)>:(g<(1))>2,thatis,g(

= 1 then, with the substitutions P = ( 10

(o

N——

r r

1
0
0
r
2 > € I'¢ 2] in (3.18), we get that g<

/\
@o.a

Va)
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0 . (0 s ... s
r)erﬂm’Q_(l 0 ... 0)6

With the substitutions P = ( 1

0
0 r
I'¢ [2] in (3.18) we get that g ( (1) ) =0.
T
0

With the substitutions P = ( ‘f 6 > eT<[2], z €0, 1],
100 ... 0 N
Q—(O L0 0>€I‘m[2] in (3.18) we get that
x x
g(o)—g(l)—m), 2 €0,1].
1 . s 10 ... O
Ifg 0= 0 then, with the substitutions P = 0 , )€ Iref2l, @ =

(q1,---,qm) € TS [2] in (3.18), we get that Z;n:lg ( qél ) =0, (¢11,---,91m) €

I'¢ [1]. Thus there exists an additive function a : R — R such that g ( ?); ) =

a(z) — “Y 2 €0,1]. Since 0 =

m

0) = —% we have that a(1) = 0 and

(
) =a(x), z€][0,1].
0

0

z
0
With the substitutions P = ( 0 ) e I'g2l, ¢ €01, Q =

o O

100 ... 0 A
<0 L0 . O)GFm[Q] in (3.18) we get that

g( ! )(a(m)—f—,u(l—x)—l):O.

Since the function a is additive, the function u is multiplicative and different from
the functions z — 0,  — 1, and & — x, there exists x¢ €]0, 1] such that a(xg) +

4(1 — z0) # 0 thus
o(V)-0

With the substitutions P — (3 R 8) € T2, = €)0,1], Q =
0 b 0 0) pe o1 €0, 1] in (3.18) we get that a(z) = 0, = €
y 1—y 0 ... 0 mish ’ ’ ’

1 0

10, 1[. Substituting P = < ,

_ Yy Y2 ... Ym
Q_<1 0 ... 0

! > ers[2), @ €)o,1],

eTel2], y1,.--,Ym €J0,1], in (3.18) we get that

\—/&
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Since there exists (3?,...,v%) € T [1] such that Py 1(y9) # 0 therefore

g<1>:1,me]0,1[. O

xT
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