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The bottleneck of a production line is a machine that impedes the system performance in
the strongest manner. In production lines with the so-called Markovian model of
machine reliability, bottlenecks with respect to the downtime, uptime, and the cycle
time of the machines can be introduced. The two former have been addressed in
recent publications [1] and [2]. The latter is investigated in this paper. Specifically,
using a novel aggregation procedure for performance analysis of production lines with
Markovian machines having different cycle time, we develop a method for
c-bottleneck identification and apply it in a case study to a camshaft production line
at an automotive engine plant.

Keywords: Production lines; Markovian models; Bottleneck identification.

1. INTRODUCTION

Serial production lines are sets of machines and buffers arranged in the
consecutive order as shown in Figure 1.1, where the circles represent
the machines and the rectangles are the buffers. In practice, the
machines are not absolutely reliable and experience random break-
downs. This leads to a reduction of the system production rate (PR),
which is the number of parts produced, on the average, by the last
machine per unit of time. Often, this reduction is quite substantial:
performance at the level of 60-70% of system capacity (i.e., when no
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FIGURE 1.1 Example of serial production line.

breakdowns take place) is quite typical for machining operations in
many large volume production systems. Therefore, identification of a
machine, which is most responsible for these losses, is an important
problem of production lines management and control. Such a machine
is typically referred to as the bottleneck (BN).

Often, a machine is viewed as the BN if it is the slowest in the system
[3, 4]. Unfortunately, this is not necessarily true: Figure 1.1 presents an
example where machine myg is the slowest (as measured by its produc-
tion rate in isolation indicated in the circle), whereas the one that has
the largest effect on the PR is machine n1; (as measured by the sensi-
tivity of the PR with respect to the speed of each machine, indicated
under each machine—see Section 3 for details of this calculation).
Therefore, one needs rigorous methods for BN identification. For
production systems with the so-called Bernoulli model of machine
reliability such a method has been developed in [5]. Several applications
have been reported in [6-8]. Although typical for assembly operations,
the Bernoulli model is not directly applicable to machining systems
where the downtime is, on the average, much longer than the cycle. In
this situation, Markovian model, [9-15], is more appropriate. In this
paper we consider production lines with Markovian machines.

BNs in serial production lines with Markovian machines have been
analyzed in [1] and [2]. The research was based on the assumption that
all machines have identical cycle time. Although this assumption does
hold in many production systems, it is not universally the case.
Therefore, development of a method for BN identification in Mar-
kovian production lines with machines having different cycle time is an
important problem. This paper is devoted to this topic.

Specifically, in Section 2 below, we define the model of the pro-
duction line under consideration and introduce the notion of c-BN.
Section 3 presents a recursive aggregation procedure for performance
evaluation in serial production lines with Markovian machines having
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different cycle time and proves its convergence. Although other
approximation procedures for such lines do exist in the literature,
[12—-15], none is proven to converge and, in our experience, do have
problems with convergence (when the cycle times of the machines are
substantially different). Based on this aggregation procedure, Section 4
presents a c-BN identification tool. Section 5 applies this tool to a case
study at an automotive engine plant, and Section 6 formulates the
conclusion. The proof of convergence is given in the Appendix.

2. PROBLEM FORMULATION

The following model of a serial production line is considered through-
out this work:

(i) The system consists of M machines arranged serially and M — 1
buffers separating each consecutive pair of machines.

(ii)) Each machine m; has two states: up and down. When up, the
machine is capable of producing with the rate ¢; parts per unit of
time (i.e., cycle time is 1/¢;); when the machine is down, no
production takes place.

(iii) The uptime and the downtime of each machine m; are random
variables distributed exponentially with parameters p;, and r;,
respectively.

(iv) Each buffer b; is characterized by its capacity, N; < oo,
1<i<M-1.

(v) Machine m; is starved at time ¢ if buffer b;_, is empty and m;_,
fails to put a part into b;_; at time ¢; machine m, is never starved.

(vi) Machine m; is blocked at time ¢ if buffer b; is full and m;y fails to
take a part from b; at time ¢; machine m,, is never blocked.

A production line defined by (i)—(vi) is denoted as {p;,ri,ci,...,
pmytmyems Niy ooy Ny—1 ).

Remark 2.1 Due to assumption (iii), the average up- and downtime
of the machines are:

1 P
T“Pi:*; Tdown,-:"', l=1,...,M.
)4 ¥

i i
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Therefore, the so-called efficiency of each machine is

= Tup, = ! i=1,.... M
Tup,- + T(Iown,- 1 + (Tdowni/Tup/) ’ ’ ’ ’

Ci

and the production rate of each machine in isolation, indicated in the
circles of Figure 1.1 and all subsequent figures, is defined as

PR,’SUZC’,'(',', izl,...,M. (21)

|

Production rate of the line {pl SFLCly e o s DMy TMy s Niyooey NM_|}

is the average number of parts produced by the last machine, my, per

unit of time. Given model (i)-(vi), the production rate, PR, is a
function of all the machine and buffer parameters:

P’\i{ = P7((phr|,c|,pz,r2,cz, ey PMTMYCM; N|,. .oy NM_|). (22)

We use this function to define the c-bottlenecks.

DEFINITION 2.1  Machine m; is the ¢-BN if

OPR _ OPR
—>— Vj#i

o og Y # ]
Remark 2.2 Throughout this paper, the symbols with the “~”" denote
the exact values of the appropriate quantity. The respective analytical
approximation, to be introduced below, is denoted by the same symbol
but without the “~” ]

Unfortunately, direct identification of ¢-BN using this definition is
impossible. The reason is two fold: First, the derivatives of PR
cannot be measured on the factory floor during the normal system
operation. Second, in most cases they cannot be calculated analy-
tically as well since even the calculation of PR itself for systems with
more than two machines is impossible, let alone the calculation of
its derivatives. Therefore, the identification method has to be an
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indirect one. More specifically, we are seeking a c-BN identification
tool that is based either on the data available on the factory floor
through real time measurement (such as average up- and down-time,
starvation and blockage time, etc.) or on the data that can be
constructively calculated using the machine and buffer para-
meters (r;, pi,¢i, and N;). We refer to this tool as the c-Bottleneck
Indicator. The problem, then, addressed in this work is: Given a
production systems defined by (i)—(vi), derive an Indicator for c-BN
identification.

3. PERFORMANCE EVALUATION

3.1. Performance Measures

Performance measures of interest in this work are the system pro-
duction rate and the probabilities of machine manufacturing starva-
tion and blockage. The former is defined in Section 2 (see the text
above expression (2.2)). The latter are defined as:

ms; = Prob ({m,-_l fails to put parts into b;_; at time ¢}
N {bi-y is empty at time ¢}
N {m; is up at time t}),
mb; = Prob({m,- is up at time ¢}
N {b; is full at time ¢}
N {mj fails to take parts from b; at time t})

These probabilities are functions of the machine and buffer
parameters:

ms; = msi(P1,F1,Cly P2, 12, €2y o oy DMy Py s Niy o ooy Nag—t),

mbi =mbi(l’l,”l,CI»PZ,”zaCL-'-,PM,VM»CM§NI,-"»NM—1)~
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In addition to the probabilities of manufacturing starvation and
blockage, we would need the probabilities of the so-called commu-

nication starvation and blockage. The latter are defined in terms of the
former as follows:

ms;

s = , i=1,...,M,
e

~ mb,; .

chi=—, i=1,...,M. (3.1
¢

A recursive procedure for estimating these performance measures is
given next.

3.2. Recursive Procedure and Performance Measures
Estimates

To introduce a method for performance analysis, developed in this
work, consider a two-machine line defined by assumptions (i)-(vi). It
was shown in [16] that its production rate can be calculated as follows:
If ¢ < ¢y, then
55 ('2(’2AC,('N' -+ ('|(’|B€k2N' -+ (’|€|Ce_'/(2N‘

PR= AekiNt 4 BekaNi - Ce—kaNi ’ (3.2)

where

r I

ey = 0y —

- ) 2 = b
I+ p ry+p2

2
R = \/[C|(l'| + 1) +[72) — ('2(1‘[ +r+ /)|)] +4cieapipa

l‘lc'f(l‘l + 124 p2) — iz [(l‘l + "2)2 + (ri 4+ )P+ p2)

+(rip2 + l‘zﬁl)] +rc3(r +r+pr)

k| = ,
l 2C|(‘2(l‘| + I'z)(('| — ('2)

(erry + (’zl‘z)R

ky = ,
2 2('|('2(V| + I‘z)(('z - (’1)

A= I‘IRZ + I‘|R[C|(V1 +r +p2) —_ (‘2("| + 1) +[7|)],
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B =rpic [(6’1 —a)(ri —r2) = (c2p1 + c1p2) — R] )

cela- cre))A+ciei(1 —e2)B
clel(ez— l) ’

If ¢; > ¢, then

R crei AefM 4 ¢ye, Bek:Nt  ¢ye,CeReM
B AekiMt 4 BekaNi 4 Ce~kaMi '

where

ry r

1= ) e = )
re+p r+p2

2
R= \/[Cl("l +ra4p2) —cary 412 +P1)] +4ciepipa,

nei(r +r2+p2) - ciez [(Vl + 1)+ (1 +r2)(p1 + p2)

549

(3.3)

. +(rip2 + rzpl)] +rc3(r +r2+pi)
l ——

2(3102("1 + I‘z)(Cz — C])
_ (eir1 + car2)R
2(’1('2(!‘1 + 72)(62 — C|) ’

A=nR +V1R[Cl("1 +r2+p2)—crn+nr +171)],

kz

B = ripac [(Cl —2)(r —r2) — (e2p1 + c1p2) + R],
C= ei(c) — c2e2)A + cre2(1 —e))B
cex(e — 1)

If ¢; = ¢; = ¢, then
ryr
(pr+r1)(p2+12)

. N pi(p2+r2) — pa(p1 + r)e PN e PP
PR = piry — parie~ M ’

n’n

er3(ri 4 r2) + Nirira(p2 + r2)’ p_p
) - )

| (02 + r2)? [c(rl +r2) + Niri(p2 + rz)] noon

)

(3.4)
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where

B = (r1 +r2+p1+ p2)(pir2 = pary)
(ri+r2)(p1 +p2)c

Using these expressions, we introduce a recursive procedure for per-
formance analysis of Markovian production lines with arbitrary
number of machines. This procedure iterates the values of p;, r;, ¢;, and
N; to produce a sequence of numbers chi(s), ¢si(s), ¢?(s) and c,f (),
s=20,1,2,..., according to the following rule:

[(’,‘({(S) - ﬁk(l’i, Fiy ({(‘9)717141 yFit 1 C?.H (S + l)v Nl)]
eicl(s)

i

chi(s + 1) =

1<i<M-1,
s+ 1) :ci[l — chi(s + l)], 1<i<M-1,
esi(s+ 1)

[e,'cﬁ’(s +1) = PR(pi-1, r';_‘,(,'f;l(Av + 1), piyriy O (s 4+ 1), N,_l)]
B eict(s+1)

2<i< M,
c.’,"(s+ 1) = c,[l —csi(s + 1)], 2<i< M,

(3.5)
with boundary conditions
(f(s) = ¢y, c",ﬁ,(s) =cy, s=0,1,2,...
and initial conditions
Oy =c¢iy i=2,...,M—1,

where Ff?(p,,m,c,,pz,rz,cz,N|) is calculated according (3.2), (3.3)
and (3.4), whichever case is applicable.
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There are two principal components of this procedure: backward
and forward aggregation (denoted by superscripts b and f, respec-
tively). In the backward aggregation, the last two machines, m;s and
my-, are aggregated into a single machine m%,_,, defined by para-
meters ppi,ry—1 and Clz’w—l obtained using c¢by_,. Then machine
mb,_, is aggregated with mp_, to result in m’,_,, defined by ppy_s,
-2, c’,’w_z, and so on until all machines are aggregated into m’,’ . In the
forward aggregation, the first machine m, is aggregated with m} to
produce mé with parameters p,, r, and cé, obtained using csy. Then mé
is aggregated with m to result in mg, and so on until all machines are
aggregated into mﬁl. Then the process is repeated again. Note that,
unlike [12—-15] where p;, r;, and ¢; are iterated, recursive procedure (3.5)
iterates only machine parameters ¢;. This is why the proof of its
convergence becomes possible.

The question of convergence of the resulting sequences ¢b;(s), ¢si(s),
cﬁ’(s) and c,[(s), s=0,1,...,is answered in the following:

THEOREM 3.1  Recursive procedure (3.5) is convergent and, therefore,
the following limits exist:

lim ¢bi(s) =: cb;, lim csi(s) =: cs;,
§S—00

§—00
lim c?(s) =: ¢?,  lim ¢{(s) =: ¢, (3.6)
§—00 500
i=1,...,M.

Movreover, the following relationship holds.

eMch = €1Cll’. (37)

Proof  See the Appendix.
The limits in Eq. (3.6) can be used to define estimates of perfor-
mance measures for line (i)—(vi). Indeed:

(a) Since the last machine is not blocked and the first is not starved,
production rate can be estimated as

PR(pl,rl’C'lal’Z,"Z»CZa---aPM»"M,CM,Nl»NZ,---7NM—1)

=eych, =eich. (3.8)
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Here the first equality follows from (2.1) and the last
from (3.7).

(b) Based on expression (3.1) and the recursive procedure (3.5), the
estimates for the probabilities of machines manufacturing
starvations and blockages are:

ms; = eics;,
(3.9)

IIIb,' = (’,'(’b,',
where c¢s;, and c¢b;, are the limits of (3.5) defined in (3.6).

The accuracy of estimates (3.8) and (3.9) is discussed next.

3.3. Accuracy of the Estimates

The accuracy of the estimates (3.8) and (3.9) has been evaluated
numerically. We simulated dozens of systems defined by assump-
tions (i)-(vi) with various machine and buffer parameters assumed.
Ten of them, each illustrating a particular feature of the recursive
procedure (3.5) and estimates (3.8) and (3.9), are shown in
Figures 3.1-3.10. In each simulation run, zero initial conditions of
all buffers and ‘“up” states of the machines have been assumed.
Then, 32,000,000 time units of warm-up period have been carried
out. The time unit was defined as 1/200 of the largest average
downtime of the machines. The next 32,000,000 time units were
used for statistical evaluation of the production rate, 1;76, a\nd the
probabilities of manufacturing blockage and starvation, mb; and
ms;, of each machine. Along with these “measured” performance
characteristics, their analytical estimates (3.8), (3.9) have been cal-
culated and the corresponding accuracy (% of error) has been
determined. These data are shown in Figures 3.1-3.10 along with
the machine and buffer parameters. The numbers in the circles and
rectangles represent, as usually, machine production rate in isolation
and buffer capacity, respectively. The rest of the data in Figures
3.1-3.10 refer to the bottleneck identification tool discussed and
commented upon in Section 4.
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Figures 3.1-3.4 represent production lines of seven machines with
identical reliability characteristics, which differ only by the value of
¢i’s. In all of these Figures, the ¢;’s are constrained by

i :
=7 (3.10)
=1 Ci

Since 1/¢; is the time necessary to process a part by the i-th machine,
(3.10) is interpreted as a constraint on the total processing time of a
part in each of the Systems 1-4 (Figs. 3.1-3.4).

In Figure 3.1, all ¢;’s are equal to each other, in Figure 3.2 they are
allocated according to an inverse ‘“bowl’” pattern, in Figure 3.3 the ¢;’s
are monotonically increasing as a function of i, and in Figure 3.4 they
are monotonically decreasing. The accuracy of PR evaluation in these
systems is within 7%, however, ms;, and nfczi, are evaluated with much
lower accuracy (errors up to 83%).

In Figure 3.5, a production line with machines of different relia-
bility characteristics but identical ¢;’s is considered. In Figure 3.6, a
similar line but with an increased c3 is analyzed. (As it will be made
clear in Section 4, machine mj is the bottleneck of System 5, and in
System 6 this machine is improved by increasing its ¢;). In System 7
(Fig. 3.7) buffers around m, (the new bottleneck) are increased, re-
sulting in m; being the bottleneck. In Systems 5-7, the PR, inis; and
mb;, are identified with the accuracy of about 10% and 80%, re-
spectively.

Systems in Figures 3.8-3.10 consist of machines with different re-
liability characteristics, different buffers and different ¢;’s (distributed
according to the inverse ‘““bowl” pattern in Figures 3.8 and 3.9 and
according to a “bowl” in Figure 3.10). In each of these Figures, the PR
is evaluated with the accuracy of about 1% and ms; and mb; of about
100%.

A few remarks concerning these data are in order:

1. In all cases considered, PR is evaluated with a higher accuracy than
mis and mb. Apparently, this happens because the absolute value of
the latter are much smaller than that of the former, and the error of
a similar (or even smaller) absolute value results in a higher
percentage.
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2. Even though PR is evaluated, with a substantial error, given that
the data available on the factory floor concerning machine and
bufler parameters, are typically very unreliable and rarely are
within 10% of their real values, even these non-precise estimates are
of practical importance. Note also that the accuracy of PR eva-
luation provided by (3.5)—(3.8) is of the same order of magnitude as
that of [12-15].

3. As it was pointed out above, ms and mb are often evaluated by (3.9)
with a very large percent of error. However, since the absolute
values of the errors are quite small, these estimates work well for
bottleneck machine identification, which relies on a relative, rather
than absolute, values of ms and mb (see Section 4). Note that since
[12-15] do not provide explicit formulas for ms;, and mb; evalua-
tion, direct comparison with [12-15] is not possible.

4. The accuracy of the estimates is always lower when a reliable ma-
chine with a short cycle time is surrounded by less reliable machines
with long cycle times. Apparently, this happens because the fast and
reliable machine introduces strong interactions between the
machines, and a weak coupling, assumed de-facto by recursive
procedure (3.5), is no longer valid.

5. Recursive procedure (3.5) converges very fast: the time necessary to
evaluate (3.1)-(3.9) is a fraction of a second (using Pentium
133MHz processor). In contrast, discrete events simulations to
estimate P7€, iis and mb are hours in duration.

Estimates (3.8) and (3.9) are used below to introduce and evaluate a
¢-BN identification tool for production lines (i)--(vi).

4. c-BOTTLENECK IDENTIFICATION TOOL

It was shown in [5], both analytically and numerically, that the BN of a
Bernoulli line is downstream of a machine if it is blocked more often
than that is starved; otherwise, it is upstream. Based on this result, we
postulate below a criterion for c-BN identification in Markovian lines
and justify it numerically.

Consider a production line shown in Figure 4.1. Assume that its
operation satisfies assumptions (i)-(vi) and assume that ms; and mb;
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me, ¢ (] 0.0525 0.1913 0.2037 0.282

mb, : 0.1668 7 0.0278 4 0.045 ' 0.0193 v 0

ms, : 1] 0.0575 0.1958 0.2026 0.2668

mb,; : 0.1483 / 0.0087 '/ 0.0266 ‘/ 0.0121 ‘/ ]

FIGURE 4.1 lllustration of BN identification.

are measured during the normal system operation. Alternatively, if
these quantities are not measured, assume that they are evaluated as
ms; and mb;, using expressions (3.9). In any case, place ms; and mb;, or/
and ms;, and mb;, whichever available, under each machine as shown

in Figure 4.1. Using these data, assign arrows directed from one
machine to another according to the following:

RULE4.1 If
mb; > msjy, j=1,...,M—1,

the arrow is directed from machine j to machine j+ 1. If

mbj<msj+1, j=1L.... M -1,

the direction of the arrow is reversed.
Introduce the numbers S; defined as follows:
S| = msy — mbl,
Si = (mbi—y +msiyy) — (mb; +ms;)) i=2,....M—1, (4.1)

SM = mbM_l — mMSyr.

We refer to these numbers as bottleneck severity.

c-BN INDICATOR 4.1  Consider a serial production line with the arrows
assigned according to Rule 4.1. Then, if there is a single machine with no
arrows emanating from it, this machine is the c-BN. If there are multiple



566 S.-Y. CHIANG et al.

machines with no emanating arrows, the machine with the largest
severity S; is the ¢-BN.

Thus, according to this Indicator, machine m, is the c-BN of the
system shown in Figure 4.1. Note that if /ns; and mb; are available
through real time measurement, the c-BN is identified without
any knowledge of the machine and buffer parameters p;, r;, ¢;, and N,.

Numerical Justification: Unlike the Bernoulli case, we were unable
to justify this criterion analytically, due to extreme difficulty in cal-
culating the derivatives of PR with respect to ¢;'s, as required by
Definition 2.1, and then ‘“connecting” these derivatives with the
“observable” parameters, ms; and mb;. Therefore, only numerical
justification is provided.

We simulated dozens of systems defined by assumptions (i)-(vi). As
an illustration, we use ten of them shown in Figures 3.1-3.10. Along
with the data commented upon in Section 3, these Figures include the
arrows assigned according to Rule 4.1, sensitivities ()Iﬁ(/ Jcj, estimated
numerically with the step Ac¢; = 0.05¢;, and, wherever nccessary,
bottleneck severity S;.

According to the ¢-BN Indicator, the ¢-BN of System 1 (Fig. 3.1) is
machine my4. This conclusion follows from using either mis; and mb; or
ms; and mb;. 1t is also supported by sensitivity estimates AﬁIJ{/Ac,».

According to c-BN Indicator, System 2 (Fig. 3.2) has two bottle-
necks, m; and m;. Sensitivity estimates, Aﬁ(/Aq, indicate that only
my is the c-BN. This discrepancy is attributed to shortcomings of
numerical simulations since, as it follows from the reversibility prop-
erty [17], m; and m7 have equal effect on the system production rate.

In Systems 3 and 4 (Figs. 3.3 and 3.4), machines m; and my,
respectively, are the c-BNs; this conclusion is supported by sensitivities
APR/Ac;.

The ¢-BN in System 5 (Fig. 3.5) is mj3, which is by far not the worst
machine in the system. When this machine is improved by increasing ¢,
the c-BN shifts to my (Fig. 3.6). When my is protected by larger buflers
(b3 and b4, Fig. 3.7), the bottleneck shifts again, now to n1;. Note that
bottleneck severity, S;, was used to arrive at these conclusions. All the
above conclusions are supported by sensitivities APR /Ac;.

The c-BN in System 8 (Fig. 3.8) is m1, and this ¢-BN does not shift
when it is protected by larger buffers (Fig. 3.9). The ¢-BN in System 10
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(Fig. 3.10) is m4. Again, these conclusions are in agreement with the
numerical estimates on the sensitivities.

Along with the above supporting examples, a few counterexamples
have been discovered. Two of them are shown in Figures 4.2 and 4.3.

pi (1/mink.1 0.35 0.05 03 0.2

ri (1/min)o.4 0.6502 0.9497 0.6998 08
e 0.8 0.6501 0.95 0.6999 0.8

¢, (parts/roip): 1.0 0.7 1.2 11
mei: O 0.0469 0.1285 0.2231 0.2984
mb;:  0.1868 7 oo oosr ooe ¥ o
msi: ¢ 0.049 0.1138 0.2169 0.2811
mb, : 0.1657 / 0021 0.0235 - oot08 0

a2 0.073 0.142 0.24 0.018 0.0073

€

FIGURE 4.2 Counterexample 1.

pi (1/min)0.0333 0.0286 0.0714 0.025 0.0278 0.0714
i (1/min)0.25 0.1 0.1538 0.1176 0.0833 0.2857
e 0.8825 0.7776 0.6829 0.8247 0.7498 0.8001
¢ (parts/mis)e1 3.3333 4.0 3.5 3.43 3.2258
ma 0 0.021 0.0789 0.0874 0.0644 0.0967
mb;: 0091 7 0.0753 ' ooars ooses 7 ooase 0
i - 0.0736 - - 0.0958 -
me: o 0.0209 0.0837 0.0774 0.0376 0.0724
mb;:  0.0637 7/ 0.0539 ' 0.0141 ' 0.0845 4 0.0292 v °
S - 0.0726 - - 0.09 -
4z 0.079 0.1142 0.067 0.0292 0.085 0.0613
.

FIGURE 4.3 Counterexample 2.
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In Figure 4.2, ¢-BN Indicator identifies m, as the c-BN, whereas the
sensitivities reveal that mjs is the c-BN. Similarly, in Figure 4.3, ms is
identified as the c-BN whereas in reality 1, has the largest effect on the
PR. In both cases, however, c-BN Indicator identifies the machine
with the second highest effect on the PR.

To investigate further the nature of these discrepancies, we simu-
lated a system with four machines, the following constant parameters
pi=01,r=09 ¢ =13 p=03,rn=07c=1,p3=02,rn=
0.8, 3y = 1.2., Pa = 0.25, rq = 0.75, N| = 4, Nz = 4, N3 =2 and C4
varying between 0.5 and 1.6 (see Fig. 4.4). Within this variation, the c-
BN shifts from iy to m; at slightly different values of ¢4, depending on
whether the sensitivity relationship or Indicator 4.1 are used.

Since the discrepancies discovered are quite infrequent and, when
they do occur, seem to be minimal, we conclude that Indicator 4.1 can
be used as a tool for ¢c-BN identification in Markovian serial pro-
duction lines. ]

An application of this Indicator in a case study is discussed next.

ast

________________________

0.5 L . L . L
08 08 1 12 1.4 16
¢4 (parts/min)

FIGURE 4.4 Comparison of ¢-BN Indicator 4.1 with max(APR/Ac;): — : ¢-BN
identified by max(APR/Ac;); — — —: ¢-BN identified by c-BN Indicator 4.1.
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5. CASE STUDY

The ¢-BN indicator described above was utilized in a continuous
improvement project for camshaft machining production line at an
automotive engine plant. Below, modeling, analysis, and improvement
measures carried out in this study are described.

5.1. Modeling

The model of the system, with the parameters identified from the
machine operator log, is shown in Figure 5.1. It should be pointed out
that due to numerous practical reasons, the parameters of the ma-
chines could not be assumed to be known with the accuracy more
than, roughly, 10%.

To validate this model, we use recursive procedure (3.5) and cal-
culate system production rate. Based on the data shown in Figure 5.1,
this production rate is evaluated as 0.595 parts/min. The measured
production rate during the period of the project was 0.55 parts/min.
Since the error is about 8% and given the low accuracy of the machine
parameter identification, we conclude that the model is validated.

The nominal production rate of the system, i.e., when no un-
scheduled downtime or loading-unloading delays take place, is 0.933
parts/min. Since the system produces at the level of 0.55 parts/min, we
conclude that the production losses are about 40%, which is typical
for machining production lines in large volume manufacturing.

The goal of this project was to identify major causes of these losses
and suggest ways for their elimination.

5.2. Bottleneck Analysis

Using the recursive procedure (3.5) and the c-BN Indicator 4.1, we
identify the system c-BN (see Fig. 5.2) as Op.40. Analysis of this
operation reveals that its large cycle time is due to loading-unloading
delays: without these delays, the operation would produce with the
cycle of 55 sec/part. Therefore, the subsequent analysis was directed
towards investigation of system throughput with reduced cycle time of
Op.40.
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5.3. Improvement Measures

Table V.1 shows the effect of decreasing the cycle time of Op.40.
According to these data, when the cycle time of Op.40 is reduced down
to 75 sec/part, the c-BN shifts to Op.70, which is also an operation
with large loading-unloading delay. Tables V.2-V.4 show the effects of
decreasing cycle time of Op.70 along with the reduced cycle time of
Op.40 at 70, 65, and, 60 sec/part, respectively.

As it follows from these data, decreasing the cycle time of Ops.40
and 70 to 70 sec/part will increase the PR to about 0.75 parts/min
(26% improvement). Decreasing the cycle time of Ops.40 and 70 to 60
sec/part increases the PR to about 0.8 parts/min (34% improvement).
Thus, a substantial performance improvement can be achieved by
speeding up the appropriate operations as indicated. Improving
loading-unloading operations is the most efficient route to achieve this

TABLE V.1 Reduction of loading-unloading time of Op.40

Scenario PR (parts/min) ¢-BN Imp. (%)
Op.40: 85 sec/part 0.6283 Op.40 5.6
Op.40: 80 sec/part 0.665 0Op.40 1.8
Op.40: 75 sec/part 0.68 Op.70 14.3
Op.40: 70 sec/part 0.68 Op.70 14.4
Op.40: 65 sec/part 0.68 Op.70 14.4
Op.40: 60 sec/part 0.68 Op.70 14.4

TABLE V.2 Reduction of loading-unloading time of Op.70 (Op.40: 70 sec/part)

Scenario PR (parts/min) ¢-BN Imp. (%)
Op.70: 75 sec/part 0.7233 Op.70
Op.70: 70 sec/part 0.75 Op.40

TABLE V.3 Reduction of loading-unloading time of Op.70 (Op.40: 65 sec/part)

Scenario PR (parts/min) ¢-BN Imp. (%)
Op.70: 75 sec/part 0.7233 Op.70 21.5
Op.70: 70 sec/part 0.77 Op.70 29.3

Op.70: 65 sec/part 0.79 Op.50 32.8
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TABLE V.4 Reduction of loading-unloading time of Op.70 (Op.40: 60 sec/part)

Scenario PR (parts/min) ¢c-BN Imp. (%)
Op.70: 75 sec/part 0.7233 Op.70 21.5
Op.70: 70 sec/part 0.77 Op.70 29.3
Op.70: 65 sec/part 0.7983 Op.50 34.2
Op.70: 60 sec/part 0.8 Op.50 343

goal. These recommendations have been approved by plant manage-
ment and implemented on the factory floor. At present the system
exhibits an acceptable for the plant management performance.

6. CONCLUSIONS

Performance of production systems with Markovian machines can be
improved by either improving machine reliability or increasing speed
of part processing. The former was formalized by downtime- and
uptime-bottlenecks (DT-BN and UT-BN), considered in [1, 2]. The
latter is characterized in this paper as c-BN.

It is shown in [1, 2] (in the context of DT-BNs) and in [5] (in the
context of bottlenecks in Bernoulli production lines) that prob-
abilities of manufacturing blockage and starvation play a crucial role
in BN identification. It is shown in this paper that the same prob-
abilities can be used for c-BN identification as well. Based on these
results, a hypothesis may be advanced that, irrespective of the
statistics of machine reliability, these probabilities, being measured
on the factory floor during the normal system operation, may be
used for BN identification in the manner compatible with Indicator
4.1. If this hypothesis is true, at least to a certain extent, this offers a
possibility for a unified approach to bottleneck identification.
Verification of this hypothesis is a subject of future work.
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APPENDIX

To prove Theorem 3.1, we need the following three facts.

LEMMA A.1  Consider c,((s), cf?(s), and ¢bi(s), i=1,..., M, defined by
recursive procedure (3.5). If cjf(s) < cf(s —1),j=2,...,M, then
(s +1) > ch(s) and cbi(s + 1) < cby(s), j=1,...,M — 1.

Proof For j= M — 1, from (3.5), we obtain

chpy—1(s+1)
_ "M—l‘{w_l(s) - I?R(PM—]»VM—I,C[M_l(S),pM, M, c’,’v,(s + 1), Ny—-1)
eM"lch—l(S)
=1 I;}é(pM—lvrM—h(fM_[(s)apM,rM)CMaNM—l)
err-1¢hy (s)

Since [1372(1).,r;,c.,pz,rz,cz,Nl)]/e,-ci,i: 1,2, is monotonically
decreasing as a function of ¢;,i = 1,2, and ¢,,_,(s) < c,_,(s — 1),

chby—1(s+1)

_ ﬁ(l’M—l”’M—la"{p{q(s— 1)7pM7ercM7NM—|)

<1 4
em-1Cy_y(s = 1)

_ err—1¢hy_ (s = 1) = PR(Da—1, "aa—1, Shy_y (5 = 1), Doty Pagy €aay Nag—1)
eM_lc/M_l(s— 1)
= chy-1().

Hence, from (3.5),

c']w_,(s+ 1) = CM-1 [1 - CbM_[(S+ ])]
> Cpm—1 [1 - ('bM..l(S)]

= Cﬁf-l(s)-
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Due to the monotonicity of Iﬁe(pl,n,q , P2, 72, ¢2, Ni) with respect to
Ciyi = 1 y2,

PR(pj, 15, ¢/ (), Pt Tty ¢y (s + 1), N))

chi(s+1)=1-

¢jc](s)
o PRy ()P 1y, ¢ (5), M)
¢ic](s)
ol PR(pj, 17, ¢](s = 1), pat, 1741, 2 (5), )

ejq,-/ (s—1)
=cbi(s), j=1,2,...,M=2.

Therefore,

Qs+ 1) =61 = cbils + 1)] > 61 = ey(o)]
:(:?(S)’ ]:1’27’M"2 .

LEMMA A.2  Consider c; (s) (s), and cv,( ), i = , M, defined by
recursive plocea’ule (3.5). If c"(s+ ) > ( ) = 1 yM — 1, then
(9+ 1) < ( ) and ¢si(s + 1) > esi(s),j 2

Proof Similar to that of Lemma A.l.
LEMMA A3 For all j=2,...,M, sequences (j',-f(s) and csi(s),s =

0,1,..., are monotonically decreasing and increasing, respectively. For

all j=1,...,M — 1, sequences cf’(s) and c¢bi(s),s =0,1,..., are

monotonically increasing and decreasing, respectively.

Proof By induction: For s = 0, we have

PR . ‘ )

PR(pj-1,rj-1,¢]_y (1), pjy 17, ¢} (1), Nj-1)
e (1)

<¢ = (;/(0)7 2<j< M.

(1) = ffi[l - (’Si(l)] =¢
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Assume that for s > 0,

Then, by Lemma A.1,

chi(s+ 1) <cbi(s), f(s+1)>cl(s), 1<j<M—1.
By Lemma A.2,

esi(s+1) > ebi(s), cl(s+1)<ef(s), 2<j<M. m

Proof of Theorem 3.1 Since PR is bounded, sequences cf (s), csi(s),
( ) and ¢b;(s),1 < j < M, are bounded from above and below Since,
in addition, they are monotonic (Lemma A.3), they are convergent.

To prove that ey M = e)c}, consider the steady state equations of
the recursive procedure (3.5):

[(’,'C{” ﬁl(p,»’ri’ C,[api+lvri+l’c?+1»Ni)]
ch; = ) 1<i<M-1,

(’,’({

d=cll —cb), 1<i<M-—1,

b _ PR ' .
[eici - PR(P:’—I,Vi—l,C{_pPia’"iaC?,Ni—l)]
eicf, ’

=c¢i[l —esi], 2<i<M. (A.1)

CcSi =

2<i< M,

Introduce (M — 1) two machine—one buffer production lines
Li,i=1,. — 1, where the first machine is defined by p;, r;, and c{,
the second mdchlne by pis1,ris1 and ¢, and the buffer by N;. The
following properties hold:

Let PR; be the production rate of line L;,i=1,...,M—1, and
let PRy = C’M({u- Then, PR; = ec o /c,,z =1,...,M. Moreover,

i+1°
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PR; = PR;, V. The proof of these properties is as follows: From (A.1),

for 1 <i< M -1, we have

-({("’

ool ,
PR; = (’,‘(‘,{(l - (’b,’) = f—;—.l('i(] - (‘b,’) = ¢

1

Hence,
S b
et .
PRi=—L  i=1,....M—1,
Ci
and
f f b
. EMCpCM CMCpCar
PRM = (’M('/M = ; = - .
(974 97
Therefore,
S b
et .
PR =1L i=1,...,M.
¢i
In addition, from (A.1),
" b
PR — (’,‘(,-(i
1 (','

= e,-cﬁ’(l —cs;)

= PRy, i=2,....M.

From the above properties, we obtain

e ("l c’,’ em c’}u cﬁl

PR,
C| (97

Since ¢} = ¢; and ¢}, = ¢y,

b S
PR =e¢(c| = end)y.

it

(A.2)
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