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We use noncommutative differential forms (which were first introduced by Connes) to
construct a noncommutative version of the complex of Cenkl and Porter Ω∗,∗(X) for a
simplicial set X. The algebra Ω∗,∗(X) is a differential graded algebra with a filtration
Ω∗,q(X) ⊂ Ω∗,q+1(X), such that Ω∗,q(X) is a Qq-module, where Q0 = Q1 = Z and Qq =
Z[1/2, . . . ,1/q] for q > 1. Then we use noncommutative versions of the Poincaré lemma and
Stokes’ theorem to prove the noncommutative tame de Rham theorem: if X is a simplicial
set of finite type, then for each q ≥ 1 and anyQq-moduleM , integration of forms induces a

natural isomorphism of Qq-modules I :Hi(Ω∗,q(X),M)→Hi(X;M) for all i≥ 0. Next, we
introduce a complex of noncommutative tame de Rham currents Ω∗,∗(X) and we prove
the noncommutative tame de Rham theorem for homology: if X is a simplicial set of finite
type, then for each q ≥ 1 and any Qq-module M , there is a natural isomorphism of Qq-
modules I :Hi(X;M)→Hi(Ω∗,q(X),M) for all i≥ 0.

2000 Mathematics Subject Classification: 55N35.

1. Introduction. Sullivan [22] used the de Rham complex Ω∗(X,Q) for a simplicial

space X of Whitney [23], to construct a free algebra model M(X) of Ω∗ such that the

rational homotopy of X could be computed. In an effort to use the idea of a “model” to

compute homotopy group Miller [18] and Cartan [2] constructed a filtration �∗(X,Z)
of the de Rham complex of polynomial forms �∗(X,Q) such that the cohomology

Hi(�∗,q(X;Z)) is isomorphic to the singular cohomology Hi(X;Z) for i≤ q. It turned

out that a free model for �∗ could not be constructed.

Cenkl and Porter [6, 7] constructed the so-called tame de Rham complex of poly-

nomial forms T∗(X,Z) with filtration T∗,q(X) ⊂ T∗,q+1(X), depending on the degree

of the polynomials and the forms, such that T∗,q(X) is a Qq-module (Q0 = Q1 =
Z and Qq = Z[1/2, . . . ,1/q] for q > 1). They proved that there exists an isomorphism

I :Hi(T∗,q(X;Qq))→Hi(X;Qq) which is induced by integration of forms for all q ≥ 1

and for all i. They also constructed a free model TM(X) for T(X,Z) which computes

most of the torsion in the homotopy groups of X. However, the Steenrod operations

cannot be introduced on TM(X) (with proper localization).

The proof of Cenkl and Porter of the de Rham theorem for T∗(X,Z) was done for

a finite simplicial complex. This was later extended for a simplicial set by Boullay et

al. [1]. They also dualized the situation and proved a homology version of the tame

de Rham theorem [20]. Several attempts were made to build free models for spaces

with Zp-coefficients (see [10, 13, 19]).
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Trying to construct a model for a space (along the lines of Sullivan, etc.) that would

have cohomology operations, Karoubi [11] proposed enlarging the de Rham complex

of commutative forms by considering noncommutative algebras (along the lines of

Connes). Karoubi defined a noncommutative de Rham complex Ω(X) and proved the

noncommutative de Rham theorem for a simplicial space X. A slightly more general

version of the noncommutative de Rham theorem was proved by Cenkl in [4, 6]. Both

proofs are functorial and in principle are based on the idea of Cartan. Some Steenrod

operations are induced.

In this paper, we present another proof of the noncommutative de Rham theorem

for a simplicial set of finite type. This proof is in the spirit of the classical de Rham

theorem, that is, using integration. The possibility of such a proof (over a ring contain-

ingQ) was suggested by Karoubi in [12]. However, we give a stronger result by defining

a noncommutative tame de Rham complex Ω∗,∗(X) (a noncommutative version of the

de Rham complex of Cenkl and Porter).

Theorem 1.1. Let X be a simplicial set of finite type. Then for each q ≥ 1 and any

Qq-module M , there is a natural isomorphism of Qq-modules

Hi
(
Ω∗,q(X),M

) �
��������������������������������������������→Hi(X;M) ∀i≥ 0. (1.1)

The isomorphism is induced by integration.

Motivated by the work of Scheerer et al. [20], we also introduce a complex of non-

commutative tame currents Ω∗,∗(X) (dual of noncommutative tame forms) and prove

the noncommutative tame de Rham theorem for homology.

Theorem 1.2. Let X be a simplicial set of finite type. Then for each q ≥ 1 and any

Qq-module M , there is a natural isomorphism of Qq-modules

Hi(X;M) �
��������������������������������������������→Hi

(
Ω∗,q(X),M

) ∀i≥ 0. (1.2)

The isomorphism is induced by integration.

Finally, we introduce a noncommutative version of the complex of tame currents

presented in [20] and compare it with the complex Ω∗,∗(X).

2. Simplicial objects. In this section, we present a brief introduction to the concept

of simplicial objects as well as some examples. For more details see [15, 16, 17].

A simplicial set X is a graded set indexed on the nonnegative integers together

with the face operators di : Xk → Xk−1 and the degeneracy operators si : Xk → Xk+1,

0≤ i≤ k, which satisfy the following identities:

(i) didj+1 = djdi if i≤ j,
(ii) sisj = sj+1si if i≤ j,

(iii) disj = sj−1di if i < j,
(iv) djsj = identity = dj+1sj ,
(v) disj = sjdi−1 if i > j+1.

The elements of Xk are called k-simplices. Let X and Y be two simplicial sets. A sim-

plicial map f : X → Y is a map of graded sets of degree zero which commutes with

the face and degeneracy operators.
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If X and Y are two simplicial sets, the Cartesian product X×Y is the simplicial set

with (X×Y)k =Xk×Yk and

di(x,y)=
(
dix,diy

)
, si(x,y)=

(
six,siy

)
, ∀x ∈Xk, y ∈ Yk, 0≤ i≤ k. (2.1)

Example 2.1. Let V be any partially ordered set. Let Xk be the set of all finite

sequences (x0, . . . ,xk), with x0 ≤ ··· ≤ xk, x0, . . . ,xk ∈ V . Define di : Xk → Xk−1 and

si :Xk→Xk+1, 0≤ i≤ k, by

di
(
x0, . . . ,xk

)= (x0, . . . ,xi−1, x̂i,xi+1, . . . ,xk
) (

omit xi
)
,

si
(
x0, . . . ,xk

)= (x0, . . . ,xi−1,xi,xi,xi+1, . . . ,xk
) (

double xi
)
.

(2.2)

Then X = {Xk} is a simplicial set.

Example 2.2. Let ∆ denote the category whose objects are all finite sequences

of integers ∆(n) = {0,1, . . . ,n} and the morphisms are all the increasing functions

f :∆(n)→∆(m) (for all 0≤ i≤ j ≤n, we have f(i)≤ f(j)).
Define the morphisms δi : ∆(n−1) → ∆(n) and σi : ∆(n+1) → ∆(n), for 0 ≤ i ≤

n, by

δi(j)=

j if j < i,

j+1 if j ≥ i, σi(j)=

j if j ≤ i,
j−1 if j > i.

(2.3)

Then every f ∈ Hom(∆(n),∆(m)) can be written as the product of finitely many δ’s

and σ ’s.

A simplicial object in a category � is a contravariant functor F :∆→�. A simplicial

set X can be identified with a simplicial object X in the category of sets Set, F : ∆→
Set, X = F(∆n)=X (see [15, page 233] or [17, page 4]).

A simplicial Λ-module is a simplicial object in the category of Λ-modules Mod. If

M and N are simplicial Λ-modules, then the tensor product M ⊗N is a simplicial

Λ-module. The face and degeneracy operators di and si on (M ⊗N)k = Mk⊗Nk are

given by

di(x⊗y)= dix⊗diy, si(x⊗y)= six⊗siy, ∀x ∈Xk, y ∈ Yk, 0≤ i≤ k. (2.4)

A simplicial graded algebra �∗ = ⊕n≥0�n is a family of graded algebras �∗k =
⊕n≥0�n

k , k = 0,1,2, . . . , over a commutative ring Λ which is a simplicial set and the

face and degeneracy operators di and si are morphisms of graded algebras.

Example 2.3. Let ∆n = {(a0, . . . ,an)∈Rn+1 | 0≤ ai ≤ 1,
∑
ai = 1} be the standard

n-simplex (Figure 2.1). The maps δi :∆n−1→∆n and σi :∆n+1→∆n are defined by

δi
(
x0, . . . ,xn−1

)= (x0, . . . ,xi−1,0,xi, . . . ,xn−1
)
,

σi
(
x0, . . . ,xn+1

)= (x0, . . . ,xi−1,xi+xi+1,xi+2, . . . ,xn+1
)
.

(2.5)

Let �n be the collection of the polynomials f : ∆n → R with Z-coefficients and let

�= {�n}n≥0. Then � is a simplicial set. The face and degeneracy maps are the maps

∂i : �n→�n−1 and si : �n→�n+1 defined, for each f ∈�n, by

∂i(f )= f ◦δi, si(f )= f ◦σi, (2.6)
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Figure 2.1. The standard simplexes ∆1 and ∆2.
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Figure 2.2. The 2-simplexes ∆2.

(∂i and si are the pullbacks of δi and σi). Multiplication of polynomials induces an

algebra structure on �. Then � is a simplicial algebra.

Example 2.4. Instead of the standard n-simplex ∆n as in Example 2.3, we consider

∆n to be the subset of the boundary of In+1 (the standard (n+1)-cube in Rn+l) given

by {(
x0, . . . ,xn

)∈Rn+l : 0≤ xi ≤ 1,
∏
i
xi = 0

}
, (2.7)

that is, ∆n is identified with the backfaces of In+1 (Figure 2.2).

Define the maps δi :∆n−1→∆n and σi :∆n+1→∆n by

δi
(
x0, . . . ,xn−1

)= (x0, . . . ,xi−1,1,xi,xi+1, . . . ,xn−1
)
,

σi
(
x0, . . . ,xn+1

)= (x0, . . . ,xi−1,xi ·xi+1,xi+2, . . . ,xn+1
) (2.8)

(see [5, 7]). A k-face F of ∆n is determined for two disjoint sets A= {a1,a2, . . . ,ak+1}
and B = {b1,b2, . . . ,bn−k} such that 0 ≤ a1 < a2 < ··· < ak+1 ≤ n, 0 ≤ b1 < b2 <
··· < bn−k ≤ n, A∪B = {0,1, . . . ,n}, 0 ≤ xi ≤ 1,

∏
i∈Axi = 0, and xj ≡ 1 for all j ∈ B.

Sometimes we use the notation F = F(A,B). Figure 2.3 shows the 1-face F(A,B) of the

2-simplex ∆2 for A= {1,2} and B = {0}.
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Figure 2.3. A 1-face of ∆2.

Let �n be the collection of the polynomials f : ∆n → R with Z-coefficients and let

� = {�n}n≥0. Then � is a simplicial algebra. The face and degeneracy maps are the

maps ∂i : �n→�n−1 and si : �n→�n+1 defined, for each f ∈�n, by

∂i(f )= f ◦δi, si(f )= f ◦σi, (2.9)

(∂i and si are the pullbacks of δi and σi).

Example 2.5. Let �n be the ideal generated by the polynomial
∏n
j=0xi. Then �n can

be identified with the quotient �n = Z[x0, . . . ,xn]/�n. Let �= {�n}n≥0. Multiplication

on Z[x0, . . . ,xn] induces structure of Z-algebra on �n. Then � is a simplicial algebra.

Let X be a simplicial set and let Cn(X) be the free group on Xn. Denote by C∗(X)
the chain complex (Cn(X),∂) with the boundary operator ∂ =∑ni=0(−1)idi. Elements

of Cn(X) are called n-chains in X. If X is a simplicial set and G is an abelian group,

then the homology of X with coefficients in G is defined by

H∗(X;G)=H(C∗(X)⊗G). (2.10)

Denote by C∗(X) the complex (Cn(X),δ) of cochains in X with coefficients in G where

Cn(X;G)=Hom(Cn(X),G) and the coboundary operator δ is the dual of ∂. The coho-

mology of X with coefficients in G is defined by

H∗(X;G)=H(C∗(X),G). (2.11)

3. The complex of Cenkl-Porter. Cenkl and Porter [7] first proved the de Rham

theorem for the complex of cubical differential forms for a space of finite type using

integration. Later Boullay, Kiefer, Majewski, Stelzer, Scheerer, Unsöld, and Vogt [1] in-

troduced the complex of Cenkl and Porter or the de Rham complex of tame differential

forms and proved the de Rham theorem for a simplicial set following Cartan’s ideas.

In this section, we present the complex of Cenkl and Porter which is the complex

of compatible differential forms on the backfaces of the standard cube and state the

tame de Rham theorem.
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Let ∆n ⊂ Rn+1 denote the standard simplex (Example 2.4). A basic form of weight

q on ∆n in the coordinates x0,x1, . . . ,xn is a differential form

xa1
i1 ···x

aj
ij x

b1
k1
dxk1∧···∧x

bp
kp dxkp , (3.1)

where {i1, . . . , ij} and {k1, . . . ,kp} are disjoint subsets of {0,1, . . . ,n}, the a’s and b’s are

nonnegative integers, and q =max{a1, . . . ,aj,b1+1, . . . ,bp+1}. LetQq = Z[1/2, . . . ,1/q]
be the smallest subring of the rationals such that Qq contains 1/p if 0 < p ≤ q for

q > 1, and Q0 = Q1 = Z. Denote by Tp,q(∆n) the module of Qq-linear combinations

of basic p-forms of weight less than or equal to q. The wedge product ∧ extends to a

map

∧ : Tp1,q1
n (Z)⊗Tp2,q2

n (Z) �→ Tp1+p2,q1+q2
n (Z) (3.2)

and the usual differential d extends to a morphism of Z-modules d : Tp,qn (Z) →
Tp+1,q
n (Z). We also have the inclusion map Tp,qn Z ↩ Tp,q+1

n (Z). Then for every n ≥ 0,
T∗,∗ = {Tp,q(∆n)}n≥0 is a simplicial differential graded algebra (DGA) with filtration.

For the proofs of the next two results we refer to [1, 7].

Proposition 3.1. If ∆p is a p-simplex contained in ∆n, and ω∈ Tp,q(∆n), then

∫
∆p
ω∈Qq. (3.3)

Let X = {Xn} be a simplicial set and let T(X)=Mor(T∗,∗,X) (morphisms of simpli-

cial sets). The Stokes’ theorem implies that for any q ≥ 0, integration of tame forms

induces a map of cochain complexes I : T∗,q(X)→ C∗(X;Qq). Then we have the fol-

lowing theorem.

Theorem 3.2 (the tame de Rham theorem). Let X be a simplicial set of finite type.

Then for each q ≥ 1 and any Qq-module M there is a natural isomorphism of Qq-
modules

Hi
(
T∗,q(X),M

) �
��������������������������������������������→Hi(X;M) ∀i≥ 0. (3.4)

The isomorphism is induced by integration.

4. Noncommutative differential forms. In this section, we present the complex of

noncommutative differential forms or the noncommutative de Rham complex, which

is a generalization of the standard de Rham complex on a manifoldM , but the algebra

of smooth functions on M is replaced by an arbitrary associative algebra with unit.

Noncommutative forms were introduced by Connes [8, 9]. Karoubi [11] used noncom-

mutative forms to define the noncommutative de Rham complex Ω(X) and proved a

noncommutative version of the de Rham theorem for a simplicial space X [12]. Here

we present the basic properties of the noncommutative de Rham complex of an alge-

bra � over a commutative ring Λ.

Let � be an algebra over a commutative ring Λ (with unit). Let µ : �⊗�→� denote

the multiplication operation on � (all rings are considered to be commutative and
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unitary, and all algebras are with unit). The differential forms of degree n are the

elements of the tensor product of Λ-algebras

�n(�)=�⊗Λ�⊗Λ ···⊗Λ�︸ ︷︷ ︸
n+1times

. (4.1)

The algebra �∗(�)=⊗n≥0Tn(�) is a Λ-algebra with the multiplication · : �n(�)⊗
�m(�)→�n+m(A) defined by the formula

(
a0⊗a1⊗···⊗an

)·(b0⊗b1⊗···⊗bm
)= a0⊗a1⊗···⊗

(
an ·b0

)⊗b1⊗···⊗bm.
(4.2)

The differential operator D : �n(�)→�n+1(�) is defined by the formula

D
(
a0⊗a1⊗···⊗an

)= 1⊗a0⊗a1⊗···⊗an

+
n∑
j=1

(−1)ja0⊗a1⊗···⊗aj−1⊗1⊗aj ···an

+(−1)n+1a0⊗a1⊗···⊗an⊗1.

(4.3)

Theorem 4.1. If ω∈�n(�) and θ ∈�m(�), then

(1) D2(ω)= 0;

(2) D(ω·θ)=D(ω)·θ+(−1)nω·D(θ) (Leibniz identity).

Then �∗(�) is a DGA and the cohomology of the complex (�∗(�),D) is trivial.

Suppose that � is an augmentedΛ-algebra with an augmentation λ : �→Λ (morphism

of rings) such that λ(1) = 1. Consider the map of modules ıλ : �n(�) → �n−1(�)
defined by

ıλ
(
a0⊗···⊗an

)= λ(a0
)(
a1⊗···⊗an

)
. (4.4)

Theorem 4.2. Let � be an augmented Λ-algebra with an augmentation λ : �→ Λ
such that λ(1)= 1. The map ıλ : �n(�)→�n−1(�) is a contracting homotopy,

Dıλ+ıλD = 1. (4.5)

Define Ω0(�) =� and Ω1(�) = kerµ, the Λ-module Ω1(�) is an �-bimodule. The

noncommutative differential forms of degree n are the elements of the tensor product

of �-modules

Ωn(�)=Ω1(�)⊗�Ω1(�)⊗� ···⊗�Ω1(�)︸ ︷︷ ︸
n times

. (4.6)

The product of differential forms is defined by juxtaposition of tensor products. Then

the direct sum

Ω∗(�)=
⊕
n≥0

Ωn(�) (4.7)

is a graded algebra. The differential d :Ω0(�)→Ω1(�) is defined by the formula

d(a)= 1⊗a−a⊗1. (4.8)
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Thus we have the isomorphism of Λ-modules �⊗�/Λ→Ω1(�) such that a⊗ b̄�
adb. Then Ωn(�) can be identified with the tensor product of Λ-modules

�⊗�/Λ⊗�/Λ⊗···�/Λ︸ ︷︷ ︸
n times

. (4.9)

A noncommutative differential form of degreen can be written as a linear combination

of terms of the form a0da1da2 ···dan and the morphism d extends to forms of

degree n of Ωn(�) by the formula

d
(
a0da1 ···dan

)= da0da1 ···dan = 1da0da1 ···dan. (4.10)

Theorem 4.3. If ω∈Ωn(�) and θ ∈Ωm(�), then

(1) d2(ω)= 0;

(2) d(ω·θ)= d(ω)·θ+(−1)nω·d(θ) (Leibniz identity).

Remark 4.4. The DGAΩ∗(�) is called the differential enveloping of �, and it is the

solution of a universal problem: for a DGA �∗ and an algebra morphism f : �→�0,

there exists a unique morphism of DGA’s f∗ : Ω∗(�) → �∗ which agrees with f at

degree 0. The complex (Ω∗(�),d) is known as the universal differential calculus of �

or as the noncommutative de Rham complex of �.

There is an inclusion of DGA’s sending Ω∗(�) to �∗(�). On the other hand, for any

n ≥ 0 there is a projection operator J : �n(�)→ Ωn(�) defined by J(a0⊗a1⊗···⊗
an)= a0da1 ···dan.

A noncommutative differential form ω is said to be closed if dω = 0. We say that

ω ∈ Ωn(�) is exact if there exists η ∈ Ωn−1(�) such that ω = dη. The fact that the

complex (Ω∗(�),d) has trivial cohomology is known as the noncommutative Poincaré

lemma.

Lemma 4.5. Let � be an augmented Λ-algebra, then every closed form ω∈Ω∗(�)
is exact.

Proof. As in Theorem 4.2, let λ : � → Λ be a Λ-linear form with λ(1) = 1. We

prove that there exists a homotopy contraction λ : Ωn(�) → Ωn−1(�). To define

λ we express elements of Ωn(�) as elements of �n+1(�) using inclusion, next we

apply ıλ, and then we apply the projection J. Thus for ω = a0da1 ···dan, we get

λ(ω) = λ(a0)a1da2 ···dan−λ(a0a1)da2 ···dan. First we show that ıλ is well de-

fined. Obviously it is enough to prove that ıλ : Ω1(�) → Ω0(�) is well defined. Let

ω = a0da1 ∈ Ω1(�), a ∈ Λ, and a′1 = a1 +a · 1 ∈ �. Then λ(a0da′1) = λ(a0)a′1 −
λ(a0a′1)·1= λ(a0)a1−λ(a0a1)·1= λ(a0da1). Now forω= a0da1 ···dan ∈Ωn(�),
we have

dλ(ω)+λd(ω)= λ
(
a0
)
da1da2 ···dan−λ

(
a0a1

)
d1da2 ···dan

+λ(1)a0da1da2 ···dan−λ
(
1·a0

)
da1 ···dan

=w.
(4.11)

But dω= 0. Therefore dλ(ω)=ω.
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If � = {�n}n≥0 is a simplicial algebra, then Ω∗(�) = {Ω∗(�n)}n≥0 is a simplicial

DGA. Next we define the face and degeneracy operators for Ω∗(�).
Let �= {�∗n}n≥0 be a simplicial graded algebra. For each n consider the simplicial

tensor algebra

�∗
(
�n

)=⊕
p≥0

�
⊗p
n , (4.12)

where the face and degeneracy operators ∂i : �
⊗p
n → �

⊗p
n−1 and si : �

⊗p
n → �

⊗p
n+1 are

defined by

∂i
(
a0⊗a1⊗···⊗ap

)= ∂ia0⊗∂ia1⊗···⊗∂iap,
si
(
a0⊗a1⊗···⊗ap

)= sia0⊗sia1⊗···⊗siap.
(4.13)

Proposition 4.6. Let � = {�∗n}n≥0 be a simplicial algebra. If D is the differential

on �∗(�n), then �∗(�) is a simplicial DGA.

Observe that the restriction of ∂i to Ω1(�n) applied to adb ∈Ω1(�n) is

∂i(adb)= ∂i(a⊗b−ab⊗1)= ∂i(a)⊗∂i(b)−∂i(ab)⊗1

= ∂i(a)⊗∂i(b)−∂i(a)∂i(b)⊗1∈�n−1⊗�n−1.
(4.14)

If µn−1 denotes multiplication on An−1, then

µn−1
(
∂i(adb)

)= µn−1
(
∂i(a)⊗∂i(b)−∂i(a)∂i(b)⊗1

)
= ∂i(a)·∂i(b)−∂i(a)∂i(b)·1= 0.

(4.15)

Therefore adb ∈ kerµn−1 = Ω1(�n−1). In particular, if we take elements of the form

da∈Ω1(�n−1), then we get

∂i(da)= ∂i(1⊗a−a⊗1)= 1⊗∂ia−∂ia⊗1= d(∂ia). (4.16)

Then extend ∂i to ΩP (�) by setting

∂i
(
a0da1 ···dap

)= ∂i(a0
)
d
(
∂ia1

)···d(∂iap)∈ΩP(�n−1
)
. (4.17)

Similarly si can be extended to ΩP (�). Then we have the following proposition.

Proposition 4.7. If � = {�n}n≥0 is a simplicial graded algebra, then Ω∗(�) =
{Ω∗(�n)}n≥0 is a simplicial DGA.

A noncommutative version of the de Rham theorem was proved by Karoubi in

[12]. Karoubi considered �n to be the quotient Λ-algebra Λ[x0,x1, . . . ,xn]/(x0+x1+
··· +xn − 1). Let Ω∗(�n) be the algebra of noncommutative forms on �n and let

� = {�n}n≥0. The algebra Ω∗(�n) is the noncommutative algebra generated by the

symbols xi and dxi,0≤ i≤n and the following relations:

n∑
i=0

xi = 1,
n∑
i=0

dxi = 0, xixj = xjxi. (4.18)

Then we have the following theorem.
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Theorem 4.8 (the noncommutative de Rham theorem). LetX be a simplicial set and

let Ω∗(X)=Mor(X,Ω∗(�)). Then there exists a natural isomorphism of Λ-modules

Hi
(
Ω∗(x)

)�Hi(X;Λ) ∀i≥ 0. (4.19)

A slightly more general version of Theorem 4.8 was proved by Cenkl in [3, 4].

5. The noncommutative complex of Cenkl-Porter. In [12], Karoubi conjectured

that the noncommutative de Rham theorem could be proved using integration of non-

commutative differential forms assuming that Λ is a ring containing the ring of the

rational numbersQ. We present a solution of a more general problem by considering a

noncommutative version of the tame de Rham complex of Cenkl-Porter. This complex

is constructed by defining a filtration onΩ∗(�), the algebra of noncommutative differ-

ential forms on �=⊕n≥0�n, where �n are the polynomials restricted to n-simplex ∆n
(see Example 2.4). Then we prove some basic properties of that complex. In particular

we prove the noncommutative tame Poincaré lemma.

Remark 5.1. Propositions 4.6 and 4.7 imply that Ω∗(�) is a simplicial DGA.

We establish some conventions of notation. Let Z+ be the set of nonnegative inte-

gers. Let Zn+1+ be the set of multi-indexes α = (α0,α1, . . . ,αn) with αi ∈ Z+, and let

|α| =∑i αi. For x = (x0,x1, . . . ,xn)∈ ∆n and α = (α0,α1, . . . ,αn), ε = (ε0,ε1, . . . ,εn)∈
Zn+1+ , let

xα = xα0
0 x

α1
1 ···xαnn ,

dxε = dxε00 dx
ε1
1 ···dxεnn =

(
dx0

)ε0(dx1
)ε1 ···(dxn)εn . (5.1)

If A= {a1,a2, . . . ,ap} ⊂ {0,1, . . . ,n}, we write

xαA = x
αa1
a1 x

αa2
a2 ···x

αap
ap ,(

1−xA
)α = (1−xa1

)αa1
(
1−xa2

)αa2 ···(1−xap)αap ,
dxεA = dx

εa1
a1 dx

εa2
a2 ···dx

εap
ap .

(5.2)

LetΩn(Z) be the algebra of all Z-linear combinations of basic tame noncommutative

differential forms

ω= xα1dxε1xα2dxε2 ···xαr dxεr , αi,εi ∈ Zn+1
+ , i= 1,2, . . . ,r , (5.3)

with 0≤ xj ≤ 1 and
∏n
j=0xj = 0. These are the compatible noncommutative differen-

tial forms on the backfaces of the cube In+1 (see Example 2.4). If
∑
i |εi| = p we say

that ω is a p-form (note that 0-forms are polynomials).

Let ‖ω‖j =
∑
i(αij + εij). The weight of ω is defined by ‖ω‖ = max{‖ω‖j : j =

0,1, . . . ,n}.
Let Ωp,qn (Z) be the set of all the p-forms of Ωn(Z) of weight ‖ω‖ ≤ q and let

Ω∗,∗n (Z)= {Ωp,qn (Z)}p,q≥0.

Remark 5.2. For all n, p, and q, Ωp,qn (Z) is a finitely generated free Z-module.
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Proposition 5.3. For everyn≥ 0,Ω∗,∗n (Z)= {Ωp,qn (Z)}p,q≥0 is a differential graded

algebra with filtration.

Proof. We have to prove that · and d on Ω∗(�) induce maps · and d such that

(1) Ωp1,q1
n (Z)⊗Ωp2,q2

n (Z) ·
������������������������������→Ωp1+p2,q1+q2

n (Z),
(2) Ωp,qn (Z) d�������→Ωp+1,q

n (Z),
(3) Ωp,qn (Z)↩Ωp,q+1

n (Z).

Proof of (1). Let

ω=ω1 ·ω2 · ··· ·ωr ∈Ωp1,q1
n (Z), ωi = xαidxεi , i= 1,2, . . . ,r ,

η= η1 ·η2 · ··· ·ηs ∈Ωp2,q2
n (Z), ηj = xβjdxεj , j = 1,2, . . . ,s.

(5.4)

Then ω ·η=ω1 ·ω2 · ··· ·ωr ·η1 ·η2 · ··· ·ηs =ω1 ·ω2 · ··· ·ωr ·ωr+1 · ··· ·ωr+s
where ωr+j = ηj(‖ωr+j‖k = ‖ηj‖k for all j and k);

‖ω·η‖k =
r+s∑
l=1

∥∥ωl∥∥k =
r∑
l=1

∥∥ωl∥∥k+
r+s∑
l=r+1

∥∥ωl∥∥k
=

r∑
l=1

∥∥ωl∥∥k+
s∑
l=1

∥∥ηl∥∥k ≤ ∥∥ωl∥∥k+∥∥ηl∥∥k,
(5.5)

therefore

‖ω·η‖ ≤ ∥∥ωl∥∥+∥∥ηl∥∥. (5.6)

On the other hand, we have
∑
i |εi|+

∑
j |εj| = p1+p2. Therefore,

‖ω·η‖ ∈Ωp1+p2,q1+q2
n (Z). (5.7)

Proof of (2). Let ω =ω1 ·ω2 · ··· ·ωr ∈ Ωp,qn (Z) with ωi = xαidxεi ∈ Ωpi,qin (Z),
i= 1,2, . . . ,r . Then

dω= d(xαi)·dxεi+xαi ·d(dxεi)= d(xαi)·dxεi . (5.8)

Note that

d
(
xαi

)= d(xαi00 ···xαinn
)

=
n∑
j=0

xαi00 ···d
(
x
αij
j

)
···xαinn

=
n∑
j=0

xαi00 ···xαi,j−1
j−1


 n∑
k=1

xk−1
j dxjx

αi,j−k
j


···xαinn

=
n∑
j=0

n∑
k=1

xαi00 ···xαi,j−1
j−1 xk−1

j dxjx
αi,j−k
j ···xαinn .

(5.9)

Then ‖d(xαi)‖j = ‖xαi‖j for j = 0,1, . . . ,n, therefore ‖d(xαi)‖ = ‖xαi‖. Hence

‖d(xαi)dxεi‖ = ‖xαidxεi‖j and ‖dω‖ = ‖ω‖. On the other hand, xαi is a 0-form,

therefore d(xαi) is a 1-form and dω is a (p+1)-form, then dω∈Ωp+1,q
n (Z).
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Proof of (3). The proof is obvious.

Now we show that Ω∗,∗(Z) = {Ω∗,∗n (Z)}n≥0 is a simplicial algebra (n denotes the

simplicial index). If p ≥ 0 and q ≥ 1 are fixed we consider a form ω ∈ Ωp,qn (Z) as an

element of Ωp(�n) for all n. But Ω∗(�) is a simplicial algebra so we may restrict the

face and degeneracy operators ∂i : Ωp(�n)→ Ωp(�n+1) and si : Ωp(�n)→ Ωp(�n+1)
to Ωp,qn (Z). Then we must verify that im∂i ⊂Ωp,qn−1(Z) and imsi ⊂Ωp,qn+1(Z) for all p ≥ 0,

q ≥ 1. Suppose that

ω= xα1dxε1xα2dxε2 ···xαr dxεr . (5.10)

Then

∂i(ω)= ∂i
(
xα1

)
∂i
(
dxε1

)
∂i
(
xα2

)
∂i
(
dxε2

)···∂i(xαr )∂i(dxεr ), (5.11)

where ∂i(xαj )= (∂ix0)αj0 ···(∂ixn)αjn and ∂i(dxεj )= (d∂ix0)εj0 ···(d∂ixn)εjn .

If εji ≠ 0, for some j, then (d∂i(xi))εji = (d1)εji = 0. Then ∂iω= 0 and ‖∂iω‖ ≤ ‖ω‖.
If εji = 0 for all j, it is enough to consider one block,

ω= xαdxε = xα0
0 ···xαnn dxε00 ···dxεnn with αi,εi ∈ Z+, i= 0,1, . . . ,n. (5.12)

Then

∂i(ω)=
(
∂ix0

)α0 ···(∂ixn)αn(∂idx0
)ε0 ···(∂idxn)εn

= xα0
0 ···xαi−1

i−1 1αixαi+1
i ···xαnn−1dx

ε0
0 ···dxεi−1

i−1 10dxεi+1
i ···dxεnn−1.

(5.13)

Then we have

∥∥∂i(ω)∥∥k =


‖ω‖k, for 0≤ k < i,
‖ω‖k+1, for 0≤ i≤ k <n,
0, for 0≤ i < k=n.

(5.14)

Therefore, ‖∂i(ω)‖ ≤ ‖ω‖. Then

∂i(ω)∈Ωp,qn−1(Z). (5.15)

Note that if ‖ω‖k < ‖ω‖i, for all k≠ i, then we have a sharp inequality ‖∂i(ω)‖< ‖ω‖.
Similarly, for ω= xα1dxε1xα2dxε2 ···xαr dxεr , we have

si(ω)= si
(
xα1

)
si
(
dxε1

)
si
(
xα2

)
σi
(
dxε2

)···si(xαr )si(dxεr ), (5.16)

where

si
(
xαj

)= (six0
)αj0 ···(sixn)αjn , si

(
dxεj

)= (dsix0
)εj0 ···(dsixn)εjn . (5.17)

Then

si(ω)=
(
six0

)α0 ···(sixn)αn(sidx0
)ε0 ···(sidxn)εn

= xα0
0 ···xαi−1

i−1

(
xi ·xi+1

)αixαi+1
i+2 ···xαn+1

n+1

·dxε00 ···d
(
xi ·xi+1

)εidxεi+1
i+2 ···dxεnn+1

= xα0
0 ···xαi−1

i−1 x
αi
i x

αi
i+1x

αi+1
i+2 ···xαn+1

n+1

·dxε00 ···
(
dxixi+1+xidxi+1

)εidxεi+1
i+2 ···dxεnn+1.

(5.18)
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Thus si(ω) is given by the expression

εi∑
j=0

(
εi
j

)
xα0

0 ···xαi−1
i−1 x

αi
i x

αi
i+1x

αi+1
i+2 ···xαn+1

n+1

·dxε00 ···dx
εi−j
i x

εi−j
i+1 x

j
i dx

j
i+1dx

εi+1
i+2 ···dxεnn+1.

(5.19)

Note that ‖si(ω)‖k = αi+εi−j+j = ‖ω‖i for k = i, i+1, and ‖si(ω)‖k = αk−1+
εk−1 = ‖ω‖k−1 for k > i+1. Then

∥∥si(ω)∥∥k =


‖ω‖k, for k < i,

‖ω‖i, for k= i, i+1,

‖ω‖k−1, for k > i+1.

(5.20)

Therefore, ‖si(ω)‖ ≤ ‖ω‖ and si(ω)∈Ωp,qn+1(Z).
From the definition and Proposition 4.7 it follows that ∂i and si are morphisms of

DGA’s. Then we have the following proposition.

Proposition 5.4. The algebra Ω∗,∗(Z)= {Ω∗,∗n (Z)}n≥0 is a simplicial DGA.

Now consider 0≤ xj ≤ 1 for j = 0,1, . . . ,n with
∏
j xj = 0. Define

Ωp,q
(
∆n
)=Ωp,qn (Z)⊗ZQq, (5.21)

where Qq = Z[1/2, . . . ,1/q], for q > 1, and Q0 =Q1 = Z.

Let ∆kn, 0≤ k≤n, be the k-skeleton of ∆n, and let

Ωp,q
(
∆n,∆kn

)= {ω∈Ωp,q(∆n) :ω|∆kn ≡ 0
}
. (5.22)

Let Ωp,q(∆kn) be the set of all Qq-linear combinations of forms which are nonzero on

exactly one k-face of ∆kn.

Proposition 5.5. The sequence

Ωp,q
(
∆n,∆k−1

n
) r restrictions
���������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������→ Ωp,q(∆kn,∆k−1

n
)
�→ 0 (5.23)

is an exact sequence of Qq-modules for all p ≥ 0, q ≥ 1.

Proof. Letω∈Ωp,q(∆n,∆k−1
n )with q ≥ 1. Then the formω is a linear combination

ω=∑iωi, where each ωi is nonzero on exactly one face of ∆kn. Let F be such a face.

Then

ω|G ≡ 0 if G is any k-face of ∆kn different from F. (5.24)

We write F = F(A,B) (using the notation of Example 2.4) whereA and B are two disjoint

sets A = {a1,a2, . . . ,ak+1} and B = {b1,b2, . . . ,bn−k} such that 0 ≤ a1 < a2 < ··· <
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ak+1 ≤ n, 0 ≤ b1 < b2 < ··· < bn−k ≤ n, A∪B = {0,1, . . . ,n}, 0 ≤ xi ≤ 1, for all i ∈ A,∏
i∈Axi = 0, and xj ≡ 1 for all j ∈ B.

We have ω|∆k−1
n
≡ 0. Therefore ω is a linear combination of forms of the type

f 1(x)dxε1 ···f s(x)dxεs , (5.25)

where f j(x)= xα1
A (1−xA)α2xβ1

B (1−xB)β2fj(x) (fj(x) is a polynomial in x). For F we

may assume that |β2| = 0. Thus f j(x)= xα1
A (1−xA)α2xβ1

B fj(x). Note that if |αi| = 0

for i= 1,2 (and for all j), then εit ≠ 0 for some t.
On F we have f j(x)= xα1

A (1−xA)α2fj(xA).
Let G = G(A′,B′) be another k-face of ∆kn. If A = A′, then there exists i ∈ B with

xi ≡ 0, then f j(x)= 0 and ω|G ≡ 0.

If A≠A′ then there exists i∈A such that xi ≡ 1. Then either f j(x)≡ 0 or dxεiti = 0

for some t, in both cases we have ω|G ≡ 0.

Let φ(x) = xB , then φ ∈ Ω0,1(∆n). Define ωk =φ ·ω. Note that there exists i ∈ A
such that ‖ωk‖j = 1≤ ‖ωk‖i = q for all j ∈ B. Therefore ωk ∈Ωp,q(∆n). Moreover,

ωk|F(A,B) =φ|F(A,B) ·ω|F(A,B) ≡ 1·ω=ω. (5.26)

If F(A′,B′) is another k-face of ∆kn, then we have

ωk|F(A′,B′) =φ|F(A′,B′) ·ω|F(A′,B′) ≡φ|F(A′,B′) ·0= 0. (5.27)

If F(E,H) is a (k−1)-face of ∆kn, then there exists at least one i ∈ A such that i ∉ E.

Then xi is either 0 or 1 on F(E,H). Thereforeω|F(E,H) = 0 and thenωk|F(E,H) ≡ 0. We

deduce that ωk ∈Ωp,q(∆n,∆k−1
n ) and ωk|∆kn ≡ω.

Proposition 5.6. The sequence

Ωp,q
(
∆n
) r restrictions
���������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������→ Ωp,q(∂∆n) �→ 0 (5.28)

is an exact sequence of Qq-modules for all p ≥ 0, q ≥ 1.

Proof. For k= 0, the sequence

Ωp,q
(
∆n
)
�→Ωp,q(∆0

n
)
�→ 0 (5.29)

is exact, thus any element a ∈Qq can be pulled back to the form ω(x0, . . . ,xn) = a,

that is, it is a constant Qq-polynomial.

Assume by induction that

Ωp,q
(
∆n
)
�→Ωp,q(∂∆k−1

n
)
�→ 0 (5.30)
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is exact. Consider the following commutative diagram:

0 0

Ωp,q
(
∆n,∆k−1

n
) r1

i1

Ωp,q
(
∆kn,∆k−1

n
)

i2

0

Ωp,q
(
∆n
) r2

p1

Ωp,q
(
∆kn
)

p2

0

Ωp,q
(
∆k−1
n

)
Ωp,q

(
∆k−1
n

)
0

0.

(5.31)

The left column is exact by induction hypothesis (and by the definition of Ωp,q(∆kn,
∆k−1
n )). The right column is exact by definition. The first row is exact by Proposition 5.5.

We show that the second row is exact. Let ω∈Ωp,q(∆kn).
Case 1. If ω ∈ kerp2, then there exists ω′ ∈ Ωp,q(∆kn,∆k−1

n ) with i2(ω′) =ω. But

the first row is exact, then there exists ω′′ ∈ Ωp,q(∆n,∆k−1
n ) such that ω′′ = r1(ω′).

Hence ω= i2(r1(ω′))= r2(i1(ω′)) and ω∈ imr2.

Case 2. If p2(ω) ≠ 0, then there exists ω′ ∈ Ωp,q(∆n) such that p1(ω′) = p2(ω).
Then

p2
(
ω−r2(ω′)

)= p1
(
ω)p2(r2(ω′)

)
= p1(ω′)−p2

(
r2(ω′)

)
= 0,

(5.32)

thus ω′ −r2(ω′)kerp2, then ω′ −r2(ω′)∈ imr2 (by Case 1), then ω∈ imr2.

Finally for k=n−1, we have ∆n−1
n = ∂∆n. Thus the sequence

Ωp,q
(
∆n
)
�→Ωp,q(∂∆n) �→ 0 (5.33)

is exact.

Now we prove that, for any q ≥ 0 the complex Ω∗,q(∆n) has trivial cohomology. If

λ : �→ Z is any linear form with λ(1)= 1. For each p ≥ 0, let λ :Ωp(�)→Ωp−1(�) be

the map defined at ω= f 0df 1 ···dfp ∈Ωp(�) by

λ(ω)= λ
(
f 0)f 1df 2 ···dfP −λ(f 0f 1)df 2 ···dfp. (5.34)

Then λ is a contracting homotopy (Lemma 4.5). Consider Ωp,q(∆n) as a submodule

of Ωp(�n) and λ restricted to Ωp,q(∆n). Suppose that

ω= xα1dxε1 ···xαr dxεr =
∑
f 0df 1 ···dfp. (5.35)
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Note that ‖λ(ω)‖j ≤ ‖ω‖j for all j. Therefore ‖λ(ω)‖ ≤ ‖ω‖ ≤ q and λ(ω) ∈
Ωp−1,q(∆n). Thus λ :Ωp,q(∆n)→Ωp−1,q(∆n) is a contracting homotopy (by Lemma 4.5).

Ifω∈Ωp,q(∆n) and dω= 0 we say thatω is closed. We say thatω is exact if there

exists η∈Ωp−1,q(∆n) such that ω= dη. Then we have the following lemma.

Lemma 5.7 (the noncommutative tame Poihcaré lemma). Ifω∈Ωp,q(∆n) is a closed

form, then ω is exact.

6. Integration of noncommutative tame forms. In this section, we introduce in-

tegration of noncommutative tame forms, prove the tame noncommutative Stokes’

theorem, and use this result to define a morphism of Qq-modules I : Ω∗,q(∆n) →
C∗(∆n;Qq) which plays an important role in the proof of the de Rham theorem. The

definition of the integral of noncommutative tame forms is motivated by the ideas

presented in [12].

Let Ω∗,∗(∆n) denote the algebra of noncommutative tame differential forms in the

variables x0,x1, . . . ,xn.

Let T∗,∗(∆n) be the algebra of differential forms of Cenkl-Porter withQq-coefficients

on the standard cube In+1 ⊂ Rn+1. Define F : Ωp,q(∆n)→ Tp,q(∆n) as follows: if ω ∈
Ω0,q(∆n) or ω = dxj ∈ Ω1,1(∆n) then F(ω) = ω; if ω = f 0df 1 ···dfp ∈ Ωp,q(∆n)
for p > 1, then F(f 0df 1 ···dfp) = f 0df 1∧···∧dfp . Then F :Ωp,q(∆n)→ Tp,q(∆n)
defines a morphism of Qq-modules.

Note that for all p ≥ 0, we have

F
(
f 0df 1 ···dfp)= F(f 0)F(df 1)∧···∧F(dfp). (6.1)

In particular, if ω∈Ωp1,q1(∆n) and η∈Ωp2,q2(∆n) then

F(ω·η)= F(ω)∧F(η). (6.2)

In other words F is a morphism of algebras. To prove this identity it is enough to

consider ω= f 0df 1, η= g0dg1 ∈Ω1(�n). Then

F(ω·η)= F(f 0df 1 ·g0dg1)
= F(f 0d

(
f 1g0)dg1−f 0f 1dg0dg1)

= f 0d
(
f 1g0)∧dg1−f 0f 1dg0dg1

= f 0df 1g0∧dg1+f 0f 1dg0∧dg1−f 0f 1dg0∧dg1

= f 0g0df 1∧dg1

= F(ω)∧F(η).

(6.3)

Similarly, the following propositions can be proved by direct computations.
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Proposition 6.1. The diagram

Ωp,q
(
∆n
) d

Fp

Ωp,q
(
∆n
)

Fp+1

Tp,q
(
∆n
) d

Tp,q
(
∆n
)

(6.4)

commutes for all p ≥ 0.

Proposition 6.2. Let ω = f 0df 1 ···dfp ∈ Ωp,q(∆n). If p > n then F(ω) = 0. If

0<p ≤n and �p denotes the permutation group of the set {1,2, . . . ,p}, then

F(ω)=
∑

0≤j1<···<jp≤n

∑
τ∈�p

sgnτf 0 ∂f 1

∂xjτ(1)
··· ∂f

p

∂xjτ(p)
dxj1∧···∧dxjp . (6.5)

Proposition 6.3. Suppose that ω= xα1dxε1 ···xαr dxεr ∈Ωp,qn (∆n) and 0< p ≤
n, then

(1) if
∑
i εij ≥ 2 for some j, then F(ω)= 0;

(2) if 0≤ i1 < ···< ip ≤n and τ ∈ �p such that τ(1) < ···< τ(p) and
∑
i εiτ(j) ≤ 1

for all j, then

F(ω)= sgnτxα1 ···xαr dxiτ(1)∧···∧dxiτ(p) . (6.6)

Remark 6.4. Proposition 6.5 implies that F is a simplicial map.

From Proposition 3.1, we obtain the following result.

Proposition 6.5. Let p ≥ 0, q ≥ 1. If ω∈Ωp,qn (Z) and if G is a p-face of ∆n, then∫
G
F(ω)∈Qq. (6.7)

If ω = Ωp,q(∆n) and σ : ∆p → ∆n is a p-simplex, we define the integral of ω on σ
by ∫

σ
ω=

∫
σ
F(ω)=

∫
∆p
σ∗F(ω). (6.8)

If σ =∑i σi⊗ai ∈ Cp(∆n;Qq), then the integral of ω on σ is defined by∫
σ
ω=

∑
i
ai
∫
σi
ω. (6.9)

Proposition 6.6 (noncommutative Stokes’ theorem). Let σ be a p-chain on ∆n
and let ω∈Ωp,q(∆n). Then ∫

σ
dω=

∫
∂σ
ω. (6.10)

Proof. Let ω ∈ Ωp,q(∆n) and let σ : ∆p → ∆n be a p-simplex. By Proposition 6.1

and by the classical Stokes’ theorem, we get∫
σ
dω=

∫
σ
F(dω)=

∫
σ
d
(
F(ω)

)= ∫
∂σ
F(ω)=

∫
∂σ
ω. (6.11)
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Let (C∗(∆n;Qq),δ) denote the standard complex of cochains on∆n with coefficients

in Qq. Let

I :Ω∗,q
(
∆n
)
�→ C∗(∆n;Qq

)
(6.12)

be the morphism of Qq-modules defined as follows: given σ ∈ Cp(∆n;Qq) and ω ∈
Ωp,q(∆n),

Ip(ω)(σ)=
∫
σ
ω. (6.13)

The Stokes theorem implies that I is a map of cochain complexes. We also have that

the diagram

Ωp,q
(
∆n−1

)
I

Ωp,q
(
∆n
)∂i si

I

Ωp,q
(
∆n+1

)
I

Cp
(
∆n−1;Qq

)
Cp
(
∆n;Qq

)∂̃i s̃i Cp
(
∆n+1;Qq

)
(6.14)

commutes for 0≤ i≤n. Then I is a simplicial map.

Proposition 6.7. The diagram

0 Ωp,q
(
∆K,∂∆K

) i

I

Ωp,q
(
∆K
) r

I

Ωp,q
(
∂∆K−1

)
I

0

0 Cp
(
∆K,∂∆K ;Qq

) i Cp
(
∆K ;Qq

) r Cp
(
∂∆K ;Qq

)
0

(6.15)

commutes for all p ≥ 0, q ≥ 1. (The i’s and r ’s denote the inclusions and restrictions,

respectively.)

Proof. Letσ ∈Cp(∆k;Qq) andω∈Ωp,q(∆k,∂∆k), then r(ω)=r(i(ω)). Therefore,

I
(
i(ω)

)
(σ)=

∫
σ
i(ω)=

∫
σ∩∂∆k

ω+
∫
σ−(σ∩σ∆k)

ω

=
∫
∂−(σ∩∂∆k)

ω= i(I(ω))(σ).
(6.16)

On the other hand, we have

I
(
r(ω)

)
(σ)= I(σ)(r(ω))= ∫

σ
r(ω)=

∫
σ
ω|∂∆k

=
∫
σ∩∂∆k

ω=
∫
r(σ)

ω= I(r(σ))(ω). (6.17)

7. The noncommutative tame de Rham theorem for cohomology. In this section,

we introduce the noncommutative de Rham complex of Cenkl and Porter for a sim-

plicial set of finite type X. Then we use the noncommutative versions of the Poincaré

lemma and the Stokes’ theorem to prove the noncommutative tame de Rham theorem.
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Let X be a simplicial complex of finite type. Let Xn be the collection of nondegen-

erated n-simplices in X. A noncommutative differential form of type (p,q) on X is a

simplicial map ω : Xn → Ωp,q(∆n) (in other words, ω is a map such that for G ∈ Xn
and any face F of G, ω(F) is the restriction of ω(G) to F ). The collection of all such

forms is denoted by Ωp,q(X).
For a p-chain σ =∑i σi⊗ai ∈ Cp(X;Qq), σi :∆p →X and ω∈Ωp,q(X), we define

∫
σ
ω=

∑
i
ai
∫
∆p
ω|σi , (7.1)

so we may define the map I :Ωp,q(X)→ Cp(X;Qq) by

Ip(ω)(σ)=
∫
σ
ω. (7.2)

Then

δIp(ω)(σ)= Ip(ω)(∂σ)=
∫
∂∆p
ω|∂σ . (7.3)

On the other hand,

Ip+1(dω)(σ)= Ip(dω)(σ)=
∫
∆p
dω|σ . (7.4)

Thus integration induces a map of cochain complexes. Then we have the following

theorem.

Theorem 7.1. Let X be a simplicial set of finite type. Then for q ≥ 1 the map

I :Hi
(
Ω∗,q(X)

) �
��������������������������������������������→Hi(X;Qq

)
, (7.5)

induced by integration, is an isomorphism of Qq-modules for all i≥ 0.

Proof. Induction on the skeleta of X. For k= 0 the statement is true because

Hi
(
Ω∗,q(X)

)=

Qq, if i= 0,

0, if i > 0,
Hi
(
X;Qq

)=

Qq, if i= 0,

0, if i > 0.
(7.6)

Suppose that the statement is true on the �-skeleton, X� of X for � < k.

From Proposition 6.7 it follows that the diagram

0 Ω∗,q
(
Xk,Xk−1

)
I

Ω∗,q
(
Xk
)

I

Ω∗,q
(
Xk−1

)
I

0

0 C∗
(
Xk,Xk−1;Qq

)
C∗
(
Xk;Qq

)
C∗
(
Xk−1;Qq

)
0

(7.7)

is commutative. Then the following diagram commutes:
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··· Hi−1
(
Ω∗,q

(
Xk−1

)) δ

ı

Hi
(
Ω∗,q

(
Xk,Xk−1

)) δ

κ

Hi
(
Ω∗,q

(
Xk
))

I

Hi
(
Ω∗,q

(
Xk−1

))
ı

···

··· Hi−1
(
Xk−1;Qq

) δ
Hi
(
Xk,Xk−1;Qq

) δ
Hi
(
Xk;Qq

)
Hi
(
Xk−1;Qq

) . . .

(7.8)

The rows are exact, an ı is an isomorphism by assumption. We prove that κ is an

isomorphism. Let {∆k,j : j ∈ J} be the set of k-simplices of Xk. Then

Ω∗,q
(
Xk,Xk−1

)�⊕
j
Ω∗,q

(
∆k,j ,∂∆k,j

)
,

C∗
(
Xk,Xk−1;Qq

)�⊕
j
C∗
(
∆k,j ,∂∆k,j ;Qq

) (7.9)

are isomorphisms ofQq-modules. Then it is enough to prove that integration induces

an isomorphism

I :Hi
(
Ω∗,q

(
∆k,∂∆k

))
�→Hi(C∗(∆k,∂∆k;Qq)). (7.10)

Consider the following commutative diagram (Proposition 6.7):

0 Ω∗,q
(
∆k,∂∆k

)
I

Ω∗,q
(
∆k
)

I

Ω∗,q
(
∂∆k

)
I

0

0 C∗
(
∆k,∂∆k;Qq

)
C∗
(
∆k;Qq

)
C∗
(
∂∆k;Qq

)
0.

(7.11)

The first row is exact by Proposition 5.6.

. . . Hi−1
(
Ω∗,q

(
∂∆k

)) δ

ı

Hi
(
Ω∗,q

(
∆k,∂∆k

)) δ

κ

Hi
(
Ω∗,q

(
∆k
))

I

Hi
(
Ω∗,q

(
∂∆k

))
ı

. . .

. . . Hi−1
(
∂∆k;Qq

) δ
Hi
(
∆k,∂∆k;Qq

) δ
Hi
(
∆k;Qq

)
Hi
(
∂∆k;Qq

) . . .

(7.12)

Therefore I is an isomorphism by lemma five (“so named because of the five-term

exact sequence involved in its formulation,” Spanier [21, page 185]).

In the following examples, we consider X to be the circle S1 and we verify the iso-

morphismH∗(Ω∗,q(X))�H∗(X;Qq) (for q = 1,2) by computing directlyHi(Ω∗,q(X)).

Example 7.2. In this example, we consider the complex of noncommutative tame

differential forms of weight ≤ 1 on the circle Ω∗,2(S1), where Ω∗,2(S1) denotes the

complex of noncommutative differential forms of weight ≤ 2 on the circle. In this

case the ground ring is Q2 = Z[1/2].
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x0

x1

ν2
z0

z1

φ2

ν1

e2

e0

e1

φ0

ν0

φ1

y0

y1

Figure 7.1. Differential forms on S1.

Consider the triangulation of S1 with 0-simplexes v0, v1, v2, and 1-simplexes e0, e1,

e2 oriented as indicated in Figure 7.1. We can consider each 1-simplex ei is the image

of a continuous injective functionψi :∆1→ S1. Letφi =ψ−1 : ei→∆1, i= 0,1,2. Recall

that the 1-simplex ∆1 is considered to be the union of the two backfaces of the 2-cube

I2 in R2, as in Example 2.4.

A form η ∈ Ω0,2(S1) is a map such that η(ei) = ηi ∈ Ω0,2(∆1) = Ω0,2
1 (Z)⊗Q2,

satisfying

η0
(
φ0
(
v0
))= η1

(
φ1
(
v0
))
,

η1
(
φ1
(
v1
))= η2

(
φ2
(
v1
))
,

η2
(
φ2
(
v2
))= η0

(
φ0
(
v2
))
.

(7.13)

Note that x0x1 =y0y1 = z0z1 = 0, therefore we have

η0
(
x0,x1

)= k0+a0x0+a1x1+a2x2
0+a3x2

1 ,

η1
(
y0,y1

)= k1+b0y0+b1y1+b2y2
0 +b3y2

1 ,

η2
(
z0,z1

)= k2+c0z0+c1z1+c2z2
0+c3z2

1,

(7.14)

with ki,aj,bj,cj ∈Q2 for i= 0,1,2 and j = 0,1,2,3, such that

k0+a0+a2 = k1+b1+b3,

k1+b0+b2 = k2+c1+c3,

k2+c0+c2 = k0+a1+a3.
(7.15)

If η is closed then dηi = 0 for i = 0,1,2, then aj = bj = cj = 0. Then (7.15) implies

k0 = k1 = k2 = 0 and η is constant. Then H0(Ω∗,2(S1))�Q2.

Now let ω∈Ω1,2(S1). Then ω(ei)=ωi ∈Ω1,2(∆1). We have

ω0
(
x0,x1

)= a0dx0+a1dx1+a2x0dx0+a3dx0x0+a4x1dx1+a5dx1x1,

ω1
(
y0,y1

)= b0dy0+b1dy1+b2y0dy0+b3dy0y0+b4y1dy1+b5dy1y1,

ω2
(
z0,z1

)= c0dz0+c1dz1+c2z0dz0+c3dz0z0+c4z1dz1+c5dz1z1.

(7.16)
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Then

dω0 = a2dx2
0−a3dx2

0+a4dx2
1−a5dx2

1 ,

dω1 = b2dy2
0 −b3dy2

0 +b4dy2
1 −b5dy2

1 ,

dω2 = c2dz2
0−c3dz2

0+c4dz2
1−c5dz2

1.

(7.17)

If ω is closed we have ai = ai+1, bi = bi+1, and ci = ci+1, for i= 2,4. Then we have

dimker(d :Ω1,2(S1)→Ω2,2(S1))= 12.

Note that the linear system (7.15) is equivalent to

k0−k1 = b1+b3−a0−a2,

k1−k2 = c1+c3−b0b2,

0= a0−a1+a2−a3+b0−b1+b2−b3+c0−c1+c2−c3.

(7.18)

Then dimim(d :Ω0,2(S1)→Ω1,2(S1))= 11 and H1(Ω∗,2(S1))�Q2.

Now let θ ∈Ω2,2(S1), then θ is a map such that θ(ei)= θi ∈Ω2,2(∆1), that is,

θ0
(
x0,x1

)= a0dx2
0+a1dx2

1 ,

θ1
(
y0,y1

)= b0dy2
0 +b1dy2

1 ,

θ2
(
z0,z1

)= c0dz2
0+c1dz2

1.

(7.19)

Any such form θ is closed. We also have that θ is exact, in fact θ = dω where ω ∈
Ω2,2(S1) is given by (note that 2 is invertible in Q2)

ω0
(
x0,x1

)= a0

2
x0dx0− a0

2
dx0x0+ a1

2
x1dx1− a1

2
dx1dx1,

ω1
(
y0,y1

)= b0

2
y0dy0− b0

2
dy0y0+ b1

2
y1dy1− b1

2
dy1y1,

ω2
(
z0,z1

)= c0

2
z0dz0− c0

2
dz0z0+ c1

2
z1dz1− c1

2
dz1dz1.

(7.20)

Then H2(Ω∗,2(S1)) = 0. Finally, Hi(Ω∗,2(S1)) = 0 for i > 2 because Ωp,2(S1) = 0 for

p > 2.

We conclude this section with the presentation of a more general version of the

noncommutative tame de Rham theorem (Theorem 7.1). Let M be a Qq-module and

let ω = η⊗a ∈ Ωp,q(X)⊗M , and σ = θ⊗b ∈ Cp(X;Qq)⊗M . Then the integral of ω
on σ is defined by

∫
σ
ω= I(η)(θ)·a⊗b =

∫
θ
η·a⊗b. (7.21)

Thus integration defines a morphism of modulesQq-modules I :Ωp,q(X)⊗M → Cp(X;

M). Finally, we apply Künneth’s theorem and Theorem 7.1 to obtain the noncommu-

tative tame de Rham theorem for cohomology.
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Theorem 7.3. Let X be a simplicial set of finite type. Then for q ≥ 1 and any Qq-
module M there is a natural isomorphism of Qq-modules

Hi
(
Ω∗,q(X),M

) �
��������������������������������������������→Hi(X;M) (7.22)

for all i≥ 0. The isomorphism is induced by integration.

Let f :M1→M2 be a morphism of Qq-modules. Then for each p ≥ 0, f induces two

morphisms ofQq-modules f∗ :Hi(Ωp,q(X),M1)→Hi(Ωp,q(X),M2) and f∗ :Hi(X;M1)
→Hi(X;M2). The word “natural” in Theorem 7.3 means that if f :M1 →M2 is a mor-

phism of Qq-modules then the diagram

Hi
(
Ωp,q(X),M1

) I

f∗

Hi
(
X;M2

)
f∗

Hi
(
Ωp,q(X),M1

) I
Hi
(
X;M2

)
(7.23)

commutes for all p ≥ 0, i≥ 0.

The existence of an isomorphism Hi(Ω∗(X))→Hi(X;Λ), for any commutative ring

with a unit Λ, can be obtained following Cartan’s ideas. Such a proof is found in [3, 4].

Cenkl’s (1998) noncommutative de Rham theorem is a generalization of a result of

Karoubi proved in [12]. In that same paper Karoubi conjectured the noncommuta-

tive de Rham theorem using integration being Λ a commutative ring containing the

rationals.

8. The dual noncommutative complex of Cenkl-Porter. In [20], Scheerer et al. pre-

sented a dual version of the tame de Rham theorem. They introduced the chain com-

plex of tame de Rham currents and proved the tame de Rham theorem for homology.

In this section, we study the dual of the complex of noncommutative tame forms

Ω∗,∗(X) on a simplicial set of finite type X. We use the facts that X is a simpli-

cial set of finite type and that Ωp,qn is a finitely generated free Z-module for p ≥ 0,

q ≥ 0, n> 0, and some classical results to prove some basic properties of the complex

Ω∗,∗(X). Then we prove that for q ≥ 1 there exists an isomorphism of Qq-modules

Hi(X;Qq)�Hi(Ω∗,q(X)) for all i≥ 0.

Let Ωp,q(∆n) = Ωp,qn ⊗Z Qq be the collection of noncommutative tame p-forms of

weight ≤ q on the n-simplex ∆n. Define

Ωp,q
(
∆n
)

:=Hom
(
Ωp,q

(
∆n
)
,Qq

)
. (8.1)

Elements of Ωp,q(∆n) are called noncommutative tame de Rham currents.

Consider the maps

Ωp,q
(
∆n
) ∂
������������������������������������→Ωp−1,q

(
∆n
)
, Ωp,q

(
∆n−1

) δi
��������������������������������������������������������→Ωp,q

(
∆n
)
,

Ωp,q
(
∆n+1

) si
���������������������������������������������������→Ωp,q

(
∆n
)
,

(8.2)
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where ∂ = d̃, δi = δ̃i, and si = s̃i denote the dual of the maps

Ωp,q
(
∆n
) d
�������������������������������������������������→Ωp+1,q(∆n) (the differential),

Ωp,q
(
∆n
) δi��������������������������������������������������������→Ωp,q(∆n−1

)
(the face operators),

Ωp,q
(
∆n
) si����������������������������������������������������������→Ωp,q(∆n+1

)
(the degeneracy operators).

(8.3)

Next we use the dual of the contracting homotopy λ :Ωp+1,q(∆n)→Ωp,q(∆n) (see

Lemma 5.7) to prove the Poincaré lemma for noncommutative de Rham currents.

Lemma 8.1. For every q ≥ 1,

Hi
(
Ω∗,q

(
∆n
))=


Qq, for i= 0,

0, for i > 0.
(8.4)

Proof. The map λ : Ωp+1,q(∆n) → Ωp,q(∆n) is a contracting homotopy, that is,

dλ+λd= 1 (see the proof of Lemma 5.7). Now consider the dual of λ̃λ :Ωp,q(∆n)→
Ωp+1,q(∆n). For all w ∈Ωp,q(∆n) and for any form ω∈Ωp,q(∆n), we have

∂̃λ(w)(ω)+ ̃λ∂(w)(ω)= (w)
(
λdω

)+(w)(dλω)
= (w)(λd(ω)+dλ(ω))=w(ω), (8.5)

in other words, ∂̃λ+ ̃λ∂ = 1. Therefore, if ∂(w)= 0 there exists v ∈Ωp+1,q(∆n) such

that ∂v =w. Namely, v = ̃(w).
Using Proposition 5.6 and [14, Theorem III.6.3] we deduce the following proposition.

Proposition 8.2. The sequence

0 �→Ωp,q
(
∂∆k

)
�→Ωp,q

(
∆k
)
�→Ωp,q

(
∆k,∂∆k

)
�→ 0 (8.6)

is an exact sequence of Qq-modules for all p ≥ 0 and q ≥ 1.

Let X be a simplicial set of finite type. Let Xk denote the k-skeleton of X. Let C∗(X)
be the complex of unreduced chains of X (as an abelian group) and let

C∗(X;Qq) := C∗(X)⊗ZQq. (8.7)

The noncommutative tame de Rham currents of type (p,q) (of first kind) on X are

the elements of

Ωp,q(X) :=Hom
(
Ωp,q(X),Qq

)
. (8.8)

For q ≥ 1 define I : Cp(X;Qq)→Ωp,q(X) as follows: given σ =∑� σ�⊗a� ∈ Cp(X;Qq)
and ω∈Ωp,q(X) then

I(σ)(ω)=
∫
σ
ω=

∑
�

a�
∫
σ�
ω. (8.9)



THE DE RHAM THEOREM FOR THE NONCOMMUTATIVE COMPLEX . . . 691

Let {∆k,j : j ∈ J} be the set of simplexes of Xk. Because X is of finite type, we have

Ω∗,q
(
Xk,Xk−1

)=Hom
(
Ω∗,q

(
Xk,Xk−1

)
,Qq

)=⊕
j
Ω∗,q

(
∆k,j ,∂∆k,j

)
. (8.10)

Then as a consequence of Proposition 8.2, we have the following result.

Proposition 8.3. The sequence

0 �→Ω∗,q
(
Xk−1

)
�→Ω∗,q

(
Xk
)
�→Ω∗,q

(
Xk,Xk−1

)
�→ 0 (8.11)

is an exact sequence of Qq-modules for all q ≥ 1.

If X is a simplicial set of finite type, then there exists a natural isomorphism of

Qq-modules (by [16, Theorem V.4.1])

Cp
(
Xk;Qq

)�Hom
(
Hom

(
Cp
(
Xk
)
,Qq

)
,Qq

)=Hom
(
Cp
(
Xk;Qq

)
,Qq

)
(8.12)

for all k≥ 0, p ≥ 0. Let Ĩ : Cp(∆k;Qq)→Ωp,q(∆k) be dual to the morphism I :Ωp,q(∆k)
→ Cp(∆k;Qq). Then Proposition 6.7 implies the following result.

Proposition 8.4. The diagram

0 C∗
(
∂∆k;Qq

) ı

Ĩ

C∗
(
∆k;Qq

) ρ

Ĩ

Cp
(
∆k,∂∆k;Qq

)
Ĩ

0

0 Ω∗,q
(
∂∆k

) ρ̃
Ω∗,q

(
∆k
) ı̃ Ω∗,q

(
∆k,∂∆k

)
0

(8.13)

commutes for all q ≥ 1, p ≥ 0 (ı and ρ denote inclusion and projection, respectively).

9. The noncommutative tame de Rham theorem for homology. In this section,

we prove that the dual map I induces an isomorphism of Qq-modules between the

homology of a simplicial set of finite type and the homology of the complex of non-

commutative tame de Rham currents.

Theorem 9.1. Let X be a simplicial set of finite type. Then for q ≥ 1, the map

Ĩ :Hi
(
X;Qq

) �
��������������������������������������������→Hi

(
Ω∗,q(X)

)
, (9.1)

induced by integration, is an isomorphism of Qq-modules for all i≥ 0.

Proof. Induction on the skeleta of X. For k= 0, the statement is true because

Hi
(
X;Qq

)=

Qq, if i= 0,

0, if i > 0,
Hi
(
Ω∗,q(X)

)=

Qq, if i= 0,

0, if i > 0.
(9.2)

Suppose that the proposition is true for the �-skeleta X�, for � < k. Consider the

following commutative diagram:

0 Cp
(
Xk−1;Qq

)
Ĩ

Cp
(
Xk;Qq

)
Ĩ

Cp
(
Xk,Xk−1;Qq

)
Ĩ

0

0 Ωp,q
(
Xk−1

)
Ωp,q

(
Xk
)

Ωp,q
(
xk,Xk−1

)
0.

(9.3)
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The first row is exact. The second row is exact by Proposition 8.3. Then we have the

following commutative diagram, where the rows are exact

. . . Hi
(
Xk−1;Qq

) δ

ı

Hi
(
Xk;Qq

) δ

κ

Hi
(
Xk,Xk−1;Qq

)
Ĩ

Hi−1
(
Xk−1;Qq

)
ı

. . .

. . . Hi
(
Ω∗,q

(
Xk−1

)) δ
Hi
(
Ω∗,q

(
Xk
)) δ

Hi
(
Ω∗,q

(
xk,Xk−1

))
Hi
(
Ω∗,q

(
Xk−1

)) . . .

(9.4)

The ı’s are isomorphisms by induction hypothesis. We prove that κ is an isomor-

phism. Let {∆k,j : j ∈ J} be the k-simplices of Xk. Then the morphisms ofQq-modules

Ω∗,q
(
Xk,Xk−1

)�⊕
j
Ω∗,q

(
∆k,j ,∂∆k,j

)
,

C∗
(
Xk,Xk−1;Qq

)�⊕
j
C∗
(
∆k,J ,∂∆k,j ;Qq

) (9.5)

are isomorphism of Qq-modules.

Then it is enough to prove that integration induces an isomorphism

Ĩ :Hi
(
∆k,∂∆k;Qq

)
�→Hi

(
Ω∗,q,

(
∆k,∂∆k

))
. (9.6)

By Proposition 8.4 the diagram

0 C∗
(
∂∆k;Qq

) ı

Ĩ

C∗
(
∆k;Qq

) ρ

Ĩ

C∗
(
∆k,∂∆k;Qq

)
Ĩ

0

0 Ω∗,q
(
∂∆k

) ρ̃
Ω∗,q

(
∆k
) ı̃ Ω∗,q

(
∆k,∂∆k

)
0

(9.7)

commutes. Then we have the following commutative diagram, with exact rows

. . . Hi
(
∂∆k;Qq

) δ

ı

Hi
(
∆k;Qq

) δ

κ

Hi
(
∆k,∂∆k;Qq

)
Ĩ

Hi−1
(
∂∆k;Qq

)
ı

. . .

. . . Hi
(
Ω∗,q

(
∂∆k

)) δ
Hi
(
Ω∗,q

(
∆k
)) δ

Hi
(
Ω∗,q

(
∆k,∂∆k

))
Hi
(
Ω∗,q

(
∂∆k

)) . . .

(9.8)

Then we apply five lemma and conclude that Ĩ is an isomorphism.

Finally, we apply Künneth’s theorem and obtain the noncommutative tame de Rham

theorem for homology.

Theorem 9.2. Let X be a simplicial set of finite type. Then for any q ≥ 1 and any

Qq-module M , there is a natural isomorphism of Qq-modules

Hi(X;M) �
��������������������������������������������→Hi

(
Ω∗,q(X),M

)
(9.9)

for all i≥ 0. The isomorphism is induced by integration.



THE DE RHAM THEOREM FOR THE NONCOMMUTATIVE COMPLEX . . . 693

The word “natural” in the previous theorem means that for anyQq-modulesM1 and

M2 and for any morphism of Qq-modules f :M1→M2, then the diagram

Hi
(
X;M1

) Ĩ

f∗

Hi
(
Ωp,q(X),M1

)
f∗

Hi
(
X;M2

) Ĩ Hi
(
Ωp,q(X),M2

)
(9.10)

commutes for all p ≥ 0, i ≥ 0, where f∗ :Hi(X;M1)→Hi(X;M2) and f∗ :Hi(Ωp,q(X),
M1)→Hi(Ωp,q(X),M2) are the morphisms of Qq-modules induced by f .

10. Cofiltered chain complexes and noncommutative tame de Rham currents.

Our study of noncommutative de Rham currents and the noncommutative tame de

Rham theorem for homology was originally inspired by the investigations of Scheerer

et al. in [20], but our approach differs from theirs. In this section, we introduce the

complex of noncommutative tame de Rham currents of second kind on a simplicial

set X, �∗,∗(X) which is a noncommutative version of the tame de Rham currents of

Scheere et al. Then we show that, for all q ≥ 0 there exists an isomorphism of Qq-
modules Ω∗,∗(X)��∗,∗(X).

For the complex F(X), such that for all n,

Fn(X)p,q =

0, for p > 0,

Cn(X)⊗Qq, for p = 0.
(10.1)

Note that Fn(X)0,q−1⊗Qq = Cn(X)⊗Qq−1⊗Qq � Cn(X)⊗Qq. Then we can consider

the respective identities as restrictions maps ρq : Fn(X)0,q → Fn(X)0,q−1. Therefore,

F(X) is a cofiltered chain complex.

Consider Ωp,q(∆n) := HomZ(Ωp,q(∆n),Qq) and define the restriction maps ρq :

Ωp,q(∆n)→Ωp,q−1(∆n)⊗Qq as the dual of the inclusions iq :Ωp,q−1(∆n)→Ωp,q(∆n)
(Proposition 5.3). Then Ω•−,∗ =

⊕
p,n≥0(∪q≥1Ωp,q(∆n+1)) is a cosimplicial cofiltered

chain complex. It is also a coalgebra; the coproduct is obtained by dualizing the mul-

tiplication of noncommutative differential forms

Ωp1,q1
(
∆n
)⊗Ωp2,q2

(
∆n
) µ
����������������������������������������→Ωp1+p2,q1+q2

(
∆n
)
, (10.2)

µ is a noncommutative graded bilinear map of simplicial groups such that for all

0≤ a1 ≤ q1, 0≤ a2 ≤ q2

Ωp1,a1
(
∆n
)⊗Ωp2,a2

(
∆n
) µ

i⊗i

Ωp1+p2,a1+a2
(
∆n
)

i

Ωp1,q1
(
∆n
)⊗Ωp2,q2

(
∆n
) µ

Ωp1+p2,q1+q2
(
∆n
)
.

(10.3)

Recall that if V = {Vq,Qq} and W = {Wq,Qq} are two cofiltered chain complexes

then the tensor product

(V ⊗W)q = lim←��������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������q1+q2≤q

(
Vq1⊗Wq2⊗Qq

)
(10.4)

is a cofiltered chain complex.
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Consider the cofiltered chain complex �(X) of noncommutative tame de Rham cur-

rents of second kind on X, where �p,q(X) is defined as the quotient of

⊕
n≥0

(
Fn(X)⊗Ωn

)
p,q (10.5)

by the subspaces generated by the images of the maps

(
α∗⊗1−1⊗α∗) : Fm(X)⊗Ωk �→

⊕
n≥0

(
Fn(X)⊗Ωn

)
p,q (10.6)

induced by all the morphisms α : ∆(m) → ∆(k) in the category of simplicial sets ∆.

For all n there exists a natural isomorphism

(
Fn(X)⊗Ωn

)
p,q � Cn(X)⊗Ωnp,q. (10.7)

Then F(X)p,q has a structure of simplicial cofiltered coalgebra.

The de Rham theorem for the complex �(X) follows from Theorem 9.2 and from

the following proposition.

Proposition 10.1. Let X be a simplicial set of finite type. Then for all q ≥ 0 there

is a natural isomorphism of Qq-modules

Ω∗,q(X)��∗,q(X) ∀q ≥ 1. (10.8)

Proof. First, we prove that the cochain complex Ω∗,q(X) is a naturally isomor-

phic to the cochain complex Hom(�∗,q(X),Qq). Let ω : X∗ → Ωp,q(∆∗) be a sim-

plicial map (ω is a form on X). Let σ ∈ Xn be an n-simplex and w ∈ Ωp,q(∆n) :=
Hom(Ωp,q(∆n),Qq). Let [σ ⊗w]∈�p,q(X) be the equivalence class containing σ ⊗ω
(a current of second kind). Define a homomorphism ζ(ω) : �p,q(X)→Qq by

ζ(ω)
(
[σ ⊗ω])=w(ω(σ)). (10.9)

We prove that ζ(ω) is well defined: suppose that θ⊗ν ∈ [σ ⊗ω]. Then for any

morphism α : ∆(k)→ ∆(m) in the category ∆ there are elements η ∈ Xm and z ∈Ωk
such that

θ⊗ν = σ ⊗w+(α∗⊗1−1⊗α∗)(η⊗z)= σ ⊗w+α∗(η)⊗z−η⊗α∗(z). (10.10)

Then

ζ(ω)
(
[θ⊗v])=w(ω(σ))+z(ω(α∗(η)))−α∗(z)(ω(η))

=w(ω(σ))+z(α∗(ω(η)))−α∗(z)(ω(η))
=w(ω(σ))+α∗(z)(ω(η))−α∗(z)(ω(η))
=w(ω(σ))
= ζ(ω)([σ ⊗ω]).

(10.11)
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Thus ζ :Ωp,q(X)→Hom(�p,q(X),Qq) is a homomorphism. Note that

ζ(dω)
(
[σ ⊗ω])=w(dω(σ))= ∂(w(ω(σ)))= ∂ζ(ω)([σ ⊗ω]). (10.12)

Now we prove that ζ is injective. Suppose that ω,η ∈ Ωp,q(X) with ζ(ω) = ζ(η).
Then for all n-simplex σ ∈Xn andw ∈Ωp,q(∆n) we have ζ(ω)([σ⊗w])= ζ(η)([σ⊗
w]). This is equivalent to w(ω(σ)) =w(η(σ)) for all σ . Then ω(σ) = η(σ) for all

σ . Hence ω= η.

Now we prove that ζ is surjective. Let ω̄ : �∗,q(X) → Qq be a morphism of Qq-
modules. Letσ ∈Xn be ann-simplex. Consider the homomorphism ω̄(σ) :Ω∗,q(∆n)→
Qq defined by

ω̄(σ)(w)= ω̄([σ ⊗w]). (10.13)

Thus ω̄(σ)∈Hom(Ω∗,q(∆n),Qq). Then there exists a unique form ω(σ)∈Ω∗,q(∆n)
such that

ω̄(σ)(w)=w(ω(σ)), (10.14)

ϕ(ω(σ)) = ω̄(σ), where ϕ is the natural isomorphism between a module and its

dual (see [16, Theorem V.4.1]). Let α : ∆(n)→ ∆(k) be a morphism in the category ∆.

Then [α∗σ ⊗z]= [σ ⊗α∗z] for all z ∈Ωp,q(∆k). Then

z
(
ω
(
α∗σ

))=α∗z(ω(σ))= z(α∗(ω(σ))). (10.15)

Thus the map σ �ω(σ) is a simplicial map ω :X∗ →Ωp,q(∆∗). Moreover,

ζ(ω)
(
[σ ⊗w])=w(ω(σ))= ω̄(σ)(w)= ω̄([σ ⊗w]), (10.16)

and ζ(ω)= ω̄.

Finally we apply [16, Theorem V.4.1] to conclude the proof.
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