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1. Preliminaries. By a transformation semigroup (X,S,p) (or simply (X,S)) we
mean a compact Hausdorff topological space X, a discrete topological semigroup S
with identity e, and a continuous map p: X xS - X (p(x,s) = xsVx € X,Vs € 5),
such that

(1) xe=xVx e X;

(2) x(st) = (xs)tVx e X, Vs,teS.

In the transformation semigroup (X, S), for each s € S define 775 : X - X by m5(x) =
xs (Vx € X). We assume the semigroup S acts effectively on X, that is, for each
s,t €8, s = tif and only if 77 # 1r¢. The closure of {rr | s € S} in X¥ (with pointwise
convergence topology) is called the enveloping semigroup (or Ellis semigroup) of (X,S)
and is denoted by E(X,S) (or simply E(X)). The enveloping semigroup E(X) has a
semigroup structure [1]. A nonempty subset I of E(X) is called a right ideal of E(X),
if IE(X) < I, moreover, if the right ideal I of E(X) does not have any proper subset
which is a right ideal of E(X), then I is called a minimal right ideal of E(X), the set
of all minimal right ideals of E(X) is denoted by Min(E(X)). An element u of E(X)
is called idempotent if u? = u. For p € E(X) and a € X, the maps Ly : E(X) - E(X)
and 6, :E(X) — X defined by L, (q) = pq and 0,(q) = aq (q € E(X)), respectively, are
continuous [2, Proposition 3.2]

Dealing with a-minimal sets (see Definition 1.1) where a € X, it turns out that if
K is an a-minimal set functions L, : K — K, L,(q) = pq (p,q € K) that are bijective,
play an important role in this area. In fact Ellis [2, Proposition 3.5] showed that for
minimal right ideal I of E(X), {Iv | v € J(I)} is a partition of subgroups of I and
L, =id; (v € J()). Now if we want to have similar results for some of the subsets of
a-minimal set K, we need to deal with elements p € K such that L, is bijective. Let I
be aright ideal in E(X), B< E(X), C< X (B,C # &) and a € X. Standing notations:

S(I) ={p €I|L,:I — I is surjective}, F(a,B)={p €B|ap=a},
I(I)={p ell|L,:I — Iisinjective}, F(C,B) = ﬂ F(c,B),
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B(I) ={p €I|L,:1— I is bijective}, F(C,B)={peB|Cp=C},
J(B) ={ueB|u®=ul. (1.1)

A nonempty subset Z of X is called invariant if ZS < Z, moreover, a closed invariant
subset Z of X is called minimal if it does not have any proper closed invariant subset.
An element a € X is called almost periodic if aS = aE(X) is a minimal subset of X
[3, Theorems 1.15 and 1.17], and (X,S) is called distal if for each x,y € X and each
p € E(X), xp = yp implies x = . For an arbitrary map g, the restriction of g to A is
denoted by gl 4.

For the remainder of this paper (X,S) is a fixed transformation semigroup, with e
as the identity element of S.

DEFINITION 1.1. Let A be a nonempty subset of X, ag € X, and let K be a closed
right ideal of E(X).
(a) K is called an ap-minimal set if
(i) aoK = aoE(X),
(ii) K is minimal among all closed right ideals of E(X) with property (i).
The set of all ap-minimal sets is denoted by M(x,s) (a¢) (or simply M(ay)).
(b) K is called an A-minimal set if
(i) VaeA, aK = aE(X),
(i) K is minimal among all closed right ideals of E(X) with property (i).
The set of all A-minimal sets is denoted by M(x s)(A) (or simply M(A)).
(c) K is called an A-minimal set if
(i) AK = AE(X),
(i) K is minimal among all closed right ideals of E(X) with property (i).
The set of all A-minimal sets is denoted by ﬁ(x,g) (A) (or simply M(A)).

For more information about a-minimal sets we refer the reader to [5].

THEOREM 1.2. Let ag € X and let A be a nonempty subset of X, we have

(@) M(ao) =M({ao}) = M({ao}),

(b) M(A) = @,

(c) if for each b € AE(X), Ugeca 01 (b) is a closed subset of E(X), then M(A) = @.

PROOF. (b) Let
s ={K | K is a closed right ideal of E(X) and for each a € A, aK = aE(X)}, (1.2)

then E(X) € o and for each chain such as (Ky)«er in the ordered set (4,<), Naer K«
is a closed right ideal of E(X), moreover, for each a € A, b € aE(X), and «x €T define

Kyla,b) ={peKylap=b}(=Kyn0;' (b)), (1.3)

by continuity of 0,, Ky(a,b) is closed and by compactness of E(X), xer Ka(a,b) (=
Naer Ko N 071 (b)) is nonempty, thus b € a(Nger Ko) and a((Nger Ko) = aE(X) (for
each a € A) thus Nyer K« € A. Using Zorn’s Lemma (s4, <) has a minimal element K,
which is an A-minimal set.



a-MINIMAL SETS AND RELATED TOPICS ... 639

We introduce the following sets:

M(X,S)={B= X |B+ @, VK M(B), J(F(B,K)) + @},
— — — (1.4)
M(X,S)={B< X |B+@, M(B) + @, VK € M(B), J(F(B,K)) #+ &}.

(c) Let
s ={K | K is a closed right ideal of E(X) and AK = AE(X)}, (1.5)

then E(X) € o and for each chain such as (Ky)«er in the ordered set (4,<), aer K«
is a closed right ideal of E(X), moreover, for each b € AE(X) and « €T define

Ka(b)z{peKalEIaeAap=b}<=Kam<U9ﬂ1(b)>>, (1.6)

acA

using an argument similar to the one given for (b) we have b € A((\yerK«), thus
Naer K« € 4. So (4, <) has a minimal element like K, which is an A-minimal set. O

COROLLARY 1.3. Letag € X, @ + A< X and let K be a right ideal of E(X), we have
(@) aoK = aoE(X) if and only if there exists L € M(ag), such that L < K,
(b) foreacha € A, aK = aE(X) if and only if there exists L € M(A) such thatL < K,
(c) ifforeach b € AE(X), Uaca 0, (D) is a closed subset of E(X), then AK = AE(X)
if and only if there exists L € ﬁ(A) such that L < K. Moreover, if A is finite, then
for each b € AE(X), Ugea 07 (D) is a closed subset of E(X) and ﬁ(A) * .

PROOF. The proof follows immediately by Theorem 1.2. O

THEOREM 1.4. Let @ + Ac X, K be a closed right ideal of E(X), I € M(A) and
J € M(A) (M(A) may be empty in which case the last item will be disregarded) we have
Table 1.1.

PROOF. Second row. For each u € J(S(K)) we have

uesSK)=ukKk=K
= VpekK,dJgeK, p=uq
= Vpek,Iqgek, p=uq=u’q=up =L,(p) (sinceu®>=u) (1.7)
= L, |x = idk, u is a left identity of K

= u is the identity of the semigroup Ku.

For each u,v € J(S(K)), define @, : Ku — Kv by @, (p) = pv (p € Ku). pyv is a
semigroup isomorphism and cp;}v = @y On the other hand, for each u € J(I(K)),
we have u?K = uK, now since u € I(K), so uK = K, thus u € J(S(K)). Using the above
facts we get J(S(K)) = J(I(K)) = J(B(K)) (= {u € K | Ly|x = idk}).

Third row. For each p € F(A,I), pI is a closed right ideal of E(X) and a subset of
I, moreover, for each a € A, a(pI)(= (ap)I = al = aE(X)), since I € M(A), so pI =1
and p € S(I). For each p € F(A,]), pJ is a closed right ideal of E(X) and a subset of
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J, moreover, A(pJ) = (Ap)J = AJ] = AE(X), since J eﬁ(A), sopJ=Jand p €S(J).
Also note that J(F(A,K)) = J(F(A,K)). Using this fact and the second row, we get the
third row.

Fourth row. Let u € J(B(K)), by the first and second rows, B(K)u is a semigroup
with identity u. Also we have

Vp €B(K), pK=K
= VpeB(K),g€K, pg=u
= Vp €B(K), 3q € B(K), pq = u (since p, u € B(K)) (1.8)
= Vp €B(K)u(cB(K)) 3g € B(K), pq = u =u’ = p(qu)
= Vp € B(K)u, 3g € B(K)u, pg=u

thus B(K)u is a group with identity u.

Letp € B(K),thenpK =K and {g € K | pq = p} is anonempty closed subsemigroup
of E(X) and has an idempotent element u [2, Lemma 2.9], since pu = p and p € B(K)
so u € J(B(K)) and p = pu € B(K)u. Thus B(K) = UMGJ(B(K))B(K)u. Moreover, let
u,v € JB(K)), if B(K)unB(K)v + & and p € B(K)u nB(K)v, then there exist q €
B(K)uandr € B(K)v suchthatpg=qp =uandpr =vp =v,thusu =pq = (vp)q =
v(pq) = (rp)u=7r(pu) =rp =v, therefore u = v if and only if B(K)unB(K)v = @.
Similar methods described above, and the second row will complete the proof of the
fourth row.

The proofs of the third and fourth rows conclude the fifth and sixth rows. O

COROLLARY 1.5. Let@ +Ac X, K be a right ideal of E(X), I € M(A) and ifﬁ(A) is
nonempty let J € M(A), we have Tables 1.2 and 1.3.

PROOF. Use an argument similar to the one given in the proof of Theorem 1.4. O

THEOREM 1.6. Let A € M(X,S) and K be a closed right ideal of E(X) such that for
each a € A, aK = aE(X), then the following statements are equivalent:
(@) K eM(A),
(b) J(F(A,K)) = S(K),
(c) uE(X)=K Yu e J(F(A,K)).

PROOF. (a)=(b). Use Corollary 1.5 and Table 1.2.

(b)=(c). For p € S(K), we have K =pK < pE(X) cKE(X) =K so pE(X) =K.

(c)=(a). By Corollary 1.3(b), there exists L € M(A) and L < K and u € J(F(A,L)) <
J(E(A,K)), thus K =uE(X) cLand K =L € M(A). O

THEOREM 1.7. Let A be a nonempty subset of X then
(@) foreach K,L € M(A), we have
(i) Vp €eF(AK), pL =Kk,
(i) YueJFAK)), v e J(F(A,L)), uv =uArvu="v,
(iii) Yu e J(F(A,K)), 3v € J(F(A,L)), uv =u,
(iv) Yu eJF(AK)), card(J((Lyly) "t (u))) =1,
(v) card(J(F(A,K))) = card(J(F(A,L))),
(vi) card(M(A))card(J(F(A,K))) = card(Unemica) J(F(A,N))),
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TABLE 1.3. The mark ./ indicates that for the corresponding case J(D) < J(G).

F(A,C)nB(C) F(A,C) or F(A,C) B(C) or S(C) or I(C)
or F(A,C)nS(C)
or F(A,C) nB(C)
or F(A,C)NnS(C)

F(A,C)NB(C)
or F(A,C)nS(C) |KorIorJ V v v
or F(A,C)NB(C)
or F(A,C)NnS(C)

F(A,C) or F(A,C) K y
Tor]J v Vv v
B(C) or S(C) or (C) |k or T or J v

(b) foreachK,L e ﬁ(A), we have
(i) Vp eF(AK), pL=KkK,
(i) Yuel]JFAK)), 3lv e J(F(A,L)), uv =uAvu="v,
(iii) Yu € J(F(A,K)), v € J(F(A,L)), uv = u,
(iv) Yu € J(F(A,K)), card(J((Ly 1)1 (u))) =1,
(v) card(J(F(A,K))) = card(J(F(A,L))),
(vi) card(M(A))card(J(F(A,K))) = card(UNeﬁ(A)J(F(A,N))).

PROOEF. (a)(i). For each p € F(A,K), pL is a closed right ideal of E(X) and a subset
of K, moreover, for each a € A, a(pL) = (ap)L = alL = aE(X), thus pL =K.

(ii), (iii), and @iv). For each u € J(F(A,K)) we have uL = K (by (i)), thus {g € L | uqg =
u} (= (Ly|r) "1 (u)) is anonempty closed subsemigroup of E(X) and has an idempotent
like v [2, Lemma 2.9],as uv =u and foreacha € A, a = au = a(uv) = (au)v = av,
we have v € J(F(A, L)), moreover, (vu)? =vuv)u=vu?=vucvKk=1L,thusvu e
J(F(A,L)) and by Theorem 1.4 (Table 1.1 (third row)) L, (v) = v, thatis, v = (vu)v =
v(uv) =vu. Now let v’ € J(F(A,L)) be such that uv’ = u, by an argument similar to
the one given for v we have v'u =v' andv’' =v'u =v'(vu) = (v'v)u = vu = v, this
gives the desired result.

(v) and (vi). By (ii), (iii), and (iv) there exists a unique map ¢ : J(F(A,K)) —
J(F(A,L)) such that for each u € J(F(A,K)), ¢xr(u) € J((Lylr)~* (1)), moreover,
bxk = dLk.

(b) Use a similar argument like (a). O
LEMMA 1.8. Let A be a nonempty subset of X and let K be a closed right ideal of
E(X). Then J(F(A,K)) = @ if and only if F(A,K) + O@.

PROOF. F(A,K)={peK|VacAap=a}(=aeca0;'(a)nK) is a closed sub-
semigroup of E(X), by [2, Lemma 2.9], it is nonempty if and only if it has an idempotent.
O
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COROLLARY 1.9. Let A be a nonempty subset of X. We have
(@) the following statements are equivalent:
(i) VK eM(A), J(F(A,K)) = D (or A € M(X,S)),
(i) VK € M(A), F(A,K) + @,
(iii) IK e M(A), J(F(A,K)) = @,
(iv) 3K € M(A), F(A,K) + O,
(b) the following statements are equivalent:
(i M(A) + @A (VK € M(A), J(F(A,K)) + D) (or A € M(X,S)),
(ii) M(A) = DA (VK € M(A), F(AK) = @),
(iii) 3K € M(A), J(F(A,K)) = @,
(iv) 3K e M(A), F(A,K) + .

PROOF. Use Theorem 1.7 and Lemma 1.8. O

THEOREM 1.10. For i € {1,...,n}, let (X;,S;) be a transformation semigroup
and let A; be a nonempty subset of X;. If [1i-,A; € M1, X;, [T, S:), then
M e, s (TS Ad) =TT Mix, s, (Aq) and for each i € {1,...,n} we have A; €

PROOF. Let K e M(HLX,',,H{LISI-)(H?=1Ai)= since [t A; € M1 X5, [T, S),
there exists u = (u,...,uy) € J(F(Hf‘:lAi,K)) (for each i € {1,...,n}, u; €
J(F(A;,E(Xi,5)))) s0 K = (u1,...,un)E([[L Xi, [ 15, S1) = [T4, wiE(X;, S;), moreover,
for each i € {1,...,n}, and a € A;, we have a(u;E(X;,S;)) = aE(X;,S;). Since K €
M, Z‘:lXi,H?zlSi)(H?:lAi)’ it is easy to see that for each i € {1,...,n}, w;E(X;,Si) €
M(Xi,Si)(Ai)y thus M(l‘[?lei,H?ﬂSi)(H?:lAi) < H?:lM(Xi,Si)(Ai) and for each i €
{1,...,n}, A; € M(X;,S;). On the other hand, for each i € {1,...,n} letK; € My, s, (A;),
then for each (ai,...,an) € [[1=; A;, we have

n n n
(ar,....a l_[ l_[ :l—[ E(Xi,S:)

(1.9

n

n n
= (al,...,an) HE(Xi,Si) = (al,...,an)E<nXi,nSi>.
i=1 i=1  i=1
Thus by Corollary 1.3(b), there exists K M(H?lei,HI‘:]Si)(H?zlAi) such that K <
[T, K;. Since M2, X, 1T 50 (ITiL1 Ai) =TT Mx,,s;) (A7), foreach i € {1,...,n} there
exists K € Mx,s,) (A;), such that []i-, K; = K <[]~ K;. Thus for each i € {1,...,n},
K; =K and K = []iL; K, therefore Mpn x, s, (ITi1 Ad) 2 TTiZ1 Mxg,s) (Ao)- O
NOTE 1.11. Let @ + A € X, and K, L be right ideals of E(X), then from the following
table we have

TABLE 1.4.

Part 1 Part 2 Part 3
P S(K), J(S(K)) = J(B(K)) = J(I(K)), B(K) F(A,K), J(F(A,K)) F(A,K)
Q S(L), J(S(L)) = J(B(L)) = JU(L)), B(L) F(A,L), J(F(A,L)) F(A,L)
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(a) inpart1,if PNnQ + &, then K =L,

(b) in parts 1 and 2, if K,L e M(A) andPnQ = &, then K =L,

(c) inparts 1 and 2, if K,L € M(A) and A € (X,S), then PN Q + @ if and only if
K=1L,

(d) in parts 1, 2, and 3, if K,L € M(A) and PnQ + &, then K =L,

(e) inparts 1, 2, and 3, if K, L eﬁ(A) and A eﬁ(X,S), then PnQ + @ if and only
if K=1L.

Use the fact that for each p € S(K) we have pE(X) =K and use Corollary 1.5 (Table 1.2).

NOTE 1.12. Let A be a nonempty subset of X. Then the following statements are
equivalent:
(a) for each a € A, a is almost periodic,
(b) M(A) =Min(E(X)),
(©) M(A)NMin(E(X)) = @,
(d) M(A) = Min(E(X)),
(€) M(A)NMin(E(X)) + @.

PROOF. Let K € Min(E(X)), then each a € A is almost periodic if and only if for
each a € A, aK = aE(X) if and only if K € M(A), moreover, K € ﬁ(A) if and only if
AK = AE(X) if and only if for each a € A there exists b € A such that a € bK, if and
only if each a € A is almost periodic. O

DEFINITION 1.13. Let Q,R € {M,ﬁ} and A, B be nonempty subsets of X, such that
whenever R = M, then M(A) = &. We say
(a) (X,S)is A distal (or simply A-distal) if for each a € A, E(X) € M(a),
b) (X,S) is A%distal if E(X) € Q(a),
(¢) Bis A="almost periodic (or simply A-almost periodic) if
VbeB, Vae A, and VK € M(a), 3L € M(b) such that L c K, (1.10)
(d) Bis AR almost periodic if
Vb e Band VK € R(A), 3L € M(b) such that L € K, (1.11)
(e) Bis A2 almost periodic if
Va e Aand VK e M(a), 3L € Q(B) such that L = K, (1.12)
(f) Bis ALR) qimost periodic if

VK €R(A) 9L € Q(B) such that L c K, (1.13)

(g) whenever A or B is singleton, instead of the symbol of the corresponding set
we will use the symbol of its element.
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THEOREM 1.14. Let a € X and let Z be a closed nonempty invariant subset of X,
then the following statements are equivalent:

(a) a is almost periodic,

(b) Min(E(X)) = M(a),

() Min(E(X))M(a) = @,

(d) Vxe€aS M(x)=M(a),

() VxeaS M(x)nM(a)=+ @,

(f) foreach x € Z, a is x-almost periodic,

(g) there exists an almost periodic point x € X such that a is x-almost periodic.

PROOF. (a), (b), and (c) are equivalent by Note 1.12.

(@), (b)=(d). a is almost periodic if and only if aS is minimal, if and only if for each
x € aS, xS = aS is minimal, if and only if for each x € aS, x is almost periodic [3,
Theorem 1.15 and 1.17]. Thus for each x € aS, M(x) = M(a) = Min(E(X)).

(d)=(e). It is clear.

(e)=(c). aS has an almost periodic point say x. By Note 1.12, M(x) = Min(E(X)),
thus Min(E(X)) nM(a) = Q.

(b)=(f). Use the fact that each closed right ideal of E(X) contains a minimal right
ideal.

(f)=(g). Since Z is a closed invariant subset of X, it has an almost periodic point say
x, and a is x-almost periodic.

(g)=(c). Let x € X be an almost periodic point such that a is x-almost periodic.
By Note 1.12, M(x) = Min(E(X)), let K € M(x) = Min(E(X)), there exists L € M(a),
such that L € K, thus L = K € Min(E(X)), that is, Min(E(X)) € M(a) and Min(E(X)) N
M(a) + Q. O

LEMMA 1.15. Let A, B, and C be nonempty subsets of X, then
(a) the following statements are equivalent:
(i) Bis A2 glmost periodic,
(i) Bis AN gimost periodic,
(iii) VbeB, Vae A, VK €M(a), bK = bE(X),
(b) the following statements are equivalent:
(i) Bis AEM aimost periodic,
(i) Bis AMM Shnost periodic,
(iii) Vb €B, VK € M(A), bK = bE(X),
(c) the following statements are equivalent:
(i) Bis AEM glmost periodic,
(i) Bis AMM ahmost periodic,
(iiiy Vb e B, VK € M(A), bK = bE(X),
(d) letP,Q,R e {—,Mﬁ}, ifC istalmostperiodic and B isA@almostperiodic,
then C is AZR almost periodic,
(e) the following statements are valid:
(i) Bis A gimost periodic > Ya € A, VL € M(a), BL = BE(X),
(i) B is AMM Gimost periodic = VL € M(A), BL = BE(X),
(iii) B is AMM ohnost periodic = VL € ﬁ(A), BL = BE(X).
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PROOF. (a) We have
(=,-)

Bis A almost periodic
< VbeB, Vac A, VK eM(a), ALeM(b), Lc K
<= VbeB, Vac A, VK eM(a), bK = bE(X) (by Corollary 1.3(a))
< VYaecA, VKeM(a), Vb € B, bK = bE(X)
—= VaecA, VK eM(a), 3L € M(B), L c K, (by Corollary 1.3(b))
(M, -)

< B is A———almost periodic. (1.14)

(b) We have

(71M)

B is A———almost periodic
<~ VbeB, VKeM(A), ALeM(b), LcK
— Vb eB, VK eM(A), bK = bE(X) (by Corollary 1.3(a))
< VK eM(A), Vb € B, bK = bE(X) (1-15)
— VK eM(A), 3L € M(B), L c K, (by Corollary 1.3(b))

< Bis Awalmost periodic.

(c) Use an argument similar to (a) and (b). -
(d) Each case should be checked, for example, we check the cases P,Q,R € {M,M}
(thus Q (B) and R(A) are nonempty), we have

®,Q) (Q,R)

((C is B——=almost periodic) A (B is A———almost periodic))

= ((VK €Q(B), ALeP(C), LcK)A(VIER(A), AK€ Q(B), K<1I))
= VIeR(A), ILeP(C), LI
(P,R)

(1.16)

=Cis A

almost periodic.

(e) (i) B is A@ almost periodic

= VacA, VLeM(a), IKeM(B), K<L

= Vae€A, VLeM(a), 3K € M(B), BE(X) = BK < BL < BE(X)
= Va€A, VLeM(a), BL = BE(X). (1.17)

For (ii) and (iii), use a similar argument like (i). O

NOTE 1.16. If A is a nonempty subset of X, then by Corollary 1.3(a), A is AN
almost periodic.

THEOREM 1.17. Let A and B be nonempty subsets of X, then we have Table 1.5.
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TABLE 1.5. The mark ./ indicates that for the corresponding case if B is
A%almost periodic, then B is A8 almost periodic, and The mark / indi-
cates that for the corresponding case if B is A®almost periodic and A is

AMM J1most periodic and B is B ™™ almost periodic, then B is A almost
periodic.
(=-) (-, M) (-, M)
B or or or (M, -) (M,M) (M, M)
(M, -) (M, M) (M, M)
6.4
(=,—) or (M, -) v v Y i
(=, M) or (M,M) v v
(=, M) or (M,M) N v v v
(M,-) v v
(M, M) v
(M,M) N v

PROOF. For most of the cases use Lemma 1.15 and Note 1.16. By Lemma 1.15((a)
and (b)) we have the main diagonal.

For example in the first row the following statements are Valid

e (Bis A( ) almost periodic) by using Note 1.16 = ((B is AM) almost periodic)) A
Ais ASM almost periodic by using Lemma 1.15(d) = (B is AMM Ajmost periodic)

e ((Bis BMalmost periodic) A(B is AMD almost periodic)) by using Lemma 1.15(d)

= (B is AN aimost periodic).

e ((BisB Malmost periodic) A (Bis AN qlmost periodic)) by using Lemma 1.15(d)
and Note 1.16 = ((B is A@almost periodic) A (A is AEM almost periodic))
Lemma 1.15(d) = (B is A@almost periodic). O

THEOREM 1.18. Let n € N and A be a nonempty subset of X, then
(a) the following statements are equivalent:
(i) (X,S) is distal,
(i) Min(E(X)) = {E(X)},
(iii) Vx e X, (X,S) is x-distal,
(iv) dx € X (x is almost periodic) A((X,S) is x-distal),
(in these cases E(X) is a group),
(b) the following statements are equivalent:
(i) (X,S) is A-distal,
(i) YaeA, (X,S) is a-distal,
(iii) Vae A, M(a) = {E(X)},
(iv) Va €A, F(a,E(X)) is a subgroup of E(X),
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(V) VaceA, J(F(a,E(X))) is a subgroup of E(X),
(i) VaeA, J(E(a,E(X))) = {e},
(vii) (X™,S8™) is A" -distal,
(in these cases for each a € A, F(a,E(X)), B(E(X)), B(E(X)) n F(a,E(X)),
F(A,E(X)) and B(E(X)) NF(A,E(X)) are subgroups of E(X)),
(c) ifA™ e ﬂ(X",S;”), then the following statements are equivalent:
() (X,8) is AM distal,
(i) M(A) = {E(X)},
(iii) F(A,E(X)) is a subgroup of E(X),
(iv) J(F(A,E(X))) is a subgroup of E(X),
v) J(F(A,E(X))) = {e},
(vi) (xn,8m) is A" ™ distal,
(in these cases F(A,E(X)), B(E(X)), B(E(X)) nF(A,E(X)), B(E(X)) nE(A,E(X))
and S(E(X)) NF(A,E(X)) are subgroups of E(X)),
(d) ifAe ﬂ(X,S),Ihen the following statements are equivalent:
() (X,8) is AM distal,
(i) M(A) ={E(X)},
(iii) F(A,E(X)) is a subgroup of E(X),
(iv) F(A,E(X)) is a subgroup of E(X),
(v) J(F(AE(X))) (=J(F(A,E(X)))) is a subgroup of E(X),
(i) J(F(A,E(X))) = {e},
(in these cases F(A,E(X)), F(A,E(X)), B(E(X)), B(E(X)) nF(A,E(X)), B(E(X))n
F(A,E(X)), S(E(X))NF(A,E(X)) and S(E(X))nF(A,E(X)) are subgroups of E(X)).

PROOF. (a) (i) and (ii) are equivalent by [2, Proposition 5.3]. Moreover:

(ii) = E(X) is the unique closed right ideal of E(X)
= VxeX, VKeM(x), K=E(X) (1.18)
= Vx e X, E(X) e M(x) = (iii)

in addition, by Theorem 1.14, (ii) is a corollary of (iv)
(b) () and (ii) are equivalent by Definition 1.13. And

(i) = Va € A, E(X) e M(a)
= VaeA, VKeM(a), K<E(X)AE(X) eM(a)
= VaeA, VK eM(a), K =E(X) = (iil),
(i) = Va € A, E(X) e M(a) re € J(F(a,E(X)))
= Va € A, F(a,E(X))e is a subgroup of F(a,E(X)) (Theorem 1.4 (Table 1.1))

= Va € A, F(a,E(X)) is a subgroup of E(X) = (iv),
(1.19)

since the set of idempotents of each group is a subgroup of that group, and the unique
idempotent of each group is its identity element, (v) follows from (iv) and (vi) follows
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from (v), in addition:

(vi)= Va € A, J(F(a,E(X))) = {e}
= Va €A, VK eM(a), J(F(a,K)) < J(F(a,E(X))) = {e}
= VaeA, VKeM(a), J(F(a,K)) = {e}
(since for each a € A and K € M(a), J(F(a,K)) = @) (1.20)
= VaecA VKeM(a), eecK
= VaeA VKeM(a), K=E(X)
= VaeA, E(X) eM(a) = (ii).
On the other hand, since E(X",S") = (E(X))", and for each (ai,...,an,) € A",
F((ai,...,an),E(X™,S")) = H?ZIF(ai,E(X)), thus for each b € A", F(b,E(X™,S™)) is
a group if and only if for each a € A, F(a,E(X)) is a group, using this fact and the
equivalence of (i) and (v), we have the equivalence of (vii) and (i).
(c) By Theorem 1.10, we have A € M(X,S) and Mxn sny(A™) = [, Mx.5)(A) (=
{ITL,K; | Vie {1,...,n} K; € M(x.5)(A)}), moreover,
(i) = E(X) e M(A)
= VK eM(A), K <cE(X)AE(X) e M(A)
= VK e M(A), K =E(X) = (ii),
(ii) = E(X) e M(A) re € J(F(A,E(X)))
= F(a,E(X))e is a subgroup of F(a,E(X)) (Theorem 1.4 (Table 1.1))
= F(A,E(X)) is a subgroup of E(X) = (iii),

(1.21)

since the set of idempotents of each group is a subgroup of that group, and the unique
idempotent of each group is its identity element, (iv) follows from (iii) and (v) follows
from (iv), in addition
(V) = VK e M(4) J(F(A,K)) € J(F(A,E(X))) = {e}
= VK eM(A) J(F(AK)) = {e}
(since A € M(X,S), for each K € M(A),J(F(A,K)) + @) (1.22)

= VKeM(A) ecK

= VKeM(A) K=EX)= (3.
On the other hand, since E(X",S") = (E(X))" and F(A",E(X",S")) = (F(A,E(X)))",
thus F(A",E(X™,S™)) is a group if and only if F(A,E(X)) is a group, using this fact
and the equivalence of (i) and (iv), we have the equivalence of (vi) and (i).

(d) Use a similar argument described for (c).
Each part ((b), (c), and (d)) may be extended by using Theorem 1.4 (Table 1.1). O

NOTE 1.19. Let A € A((X,S) N (X,S), then by Theorem 1.18, (X, S) is A ™ distal if
and only if (X, S) is AM gistal (you can verify (as an exercise) that AU(X,S) < (X, S)!).

THEOREM 1.20. Let A be a nonempty subset of X, then we have the following table:
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TABLE 1.6. The mark ./ indicates that for the corresponding case if (X,S) is
A@distal, then (X, S) is A8 distal.

L
(04

- J J

M J

M Vv v

PROOF. Let (X,S) be A-distal, a € A and K € M(A), then aK = aE(X) and by
Corollary 1.3(a), there exists L € M(a), such that L < K. By Theorem 1.18, the only
choice for L is E(X), so E(X) =K € M(A) and (X, S) is AM distal.

Let (X,S) be AM distal and K € M(A), then for each a € A, aK = aE(X) and AK =
AE(X). Since E(X) € ﬁ(A), we have E(X) = K e M(A) so (X,S) is AM gistal. O

THEOREM 1.21. Let {(Xy,S)}xer be a nonempty collection of transformation semi-
groups and for each «x €T, let Ay be a nonempty subset of X, then we have
(@) if foreach x €T, (Xy,S) is distal, then (]| yer X«,S) is distal,
(b) if for each x €T, (X, S) is Ax-distal, then ([]xer X«,S) is [[ner An-distal,
(c) if for each x €T, (X4,S) is A,X@distal, and [Iyer Ax € M(Jger XayS), then
(TMaer Xao S) 18 [Taer Ae ™ distal,
(d) if for each x €T, (Xy,S) is A,x@distal, and [lxer Ao € ﬁ(ﬂaerXa,S), then

(TMaer XeoS) i Taer Ao ™ distal.

PROOF. (b) Let (aa)lxel" € Haeeru ue J(F((aa)aeryE(Hael"XtX)))y and (Sw)wEQ be
a net in S converging to u in E(][xer X«), then for each « € T, (S)wen iS a con-
vergent net in E(Xy) and limyeq S € J(F(aq,E(Xy))). Since (Xy,S) is Ay-distal, by
Theorem 1.18, limyecq S = e (in E(Xy)), thus for each x4 € Xy, liMyeq XaSw = X =
X and for each (xo) aer € [[xer Xoo liMweq (Xo) xerSw = liMpea (XaSw) aer = (Xo) aer,
that is, u = limyeq Sw = ¢ and J(F((a«) wer, E(I Laer X«))) = {e}. So by Theorem 1.18,
(ITaer X, S) is [[ner Ax-distal.

To prove (c) and (d), use an argument similar to the one given for (b). O

NOTE 1.22. Let (X;,S;) be a transformation semigroup for each i € {1,...,n} and
Aj;, B; be nonempty subsets of X; such that []i“; A;, it Bi € M([11=; Xi, [Tieq Si),
then

(@ (ITh, X, [1m, S is [T, A; M distal if and onlyif for eachi € {1,...,n} (X;,S;)
is Ai@distal,

(b) T, B;is H?zlAi@ almost periodic if and only if for each i € {1,...,n} B;

is Ai@ almost periodic.

PROOE. By [4, Lemma 7], we have E(TT/X, X;, 1=, Si) = [1~1 E(X;,S:), by Theorem

1.10, M(nl’,lzlxi,ng'zlsi)(n?:lAi) = H?zlm(Xi,Si)(Ai) and M(H?lei,n{‘:lsi)(n?:llgi) =
[Tit1 M(x,,s,) (Bi). Now Theorem 1.18, leads to the desired result. O
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THEOREM 1.23. Let Z be a closed invariant subset of X and @ + A < Z, then
(@) E(Z,8)={plz:p €E(X,S)},

(b) F(A,E(Z)) ={plz:p € F(A,E(X))},

(o) if (X,S) is A-distal, then (Z,S) is A-distal, B

@ if (X,S) is AM distal and A € M(Z,S), then (Z,S) is AM distal,

@ if (X,S) is A™ distal and A € M(Z,S), then (Z,S) is A distal.

PROOF. (a) and (b) are clear.

(c) Let (X,S) be A-distal, by Theorem 1.18, for each a € A, F(a,E(X)) is a group
and by (b), F(a,E(Z)) = {p |z: p € F(a,E(X))} is a group. By Theorem 1.18, (Z,S) is
A-distal.

To prove (d) and (e), use an argument similar to the one given for (c). O

NOTE 1.24. Let Z be a closed invariant subset of X and @ + A < Z, then

(a) for each K € M(x s)(A), there exists L € M(z,s)(A), such that L € K|z(= {p |z:
p €K}),

(b) letAeM(Z,S), then A € M(X,S) and Mz.s) (A)={K|z2:K € Mx.s) (A)}.

PROOF. (a) If K € M(xgs) (A), then for each a € A we have aK = aE(X)
and aE(Z) =a(E(X)|z) =aE(X) =aK =a(K|z) (K|z is a closed right ideal of E(Z)),
so by Corollary 1.3(b), there exists L € M(zs)(A) such that L < K|.

(b) Let K € M(x.5)(A), by (a), there exists L € M(z,)(A), such that L € K|z, let p €
F(A,L), and choose g € F(A,K) such that p = ql|z, by Corollary 1.5 Table 1.2 p € S(L)
and g € S(K), thus L = pE(Z) = (qlz)(E(X)|z) = (qE(X))|z = K|z. Thus {K|z: K €
Mx.5)(A)} € M(zs)(A). On the other hand, if L € M(zs)(A) and p € F(A,L), choose
q € F(A,E(X)) such that g|; = p, moreover, for each a € A, a(qE(X)) = aE(X), by
Corollary 1.3(b), there exists K € M(x.s)(A) such that K < gE(X), by the last argument
Klz € Miz5)(A), since L = pE(Z) = (ql2)(E(X)|z) = (@E(X))|z 2 K|z and L,K|; €
M(Z,S) (A) we have L = K|z. Thus M(Z,S) (A)c{K|z:K e M(x,g) (A)}. O

COROLLARY 1.25. Let A and B be nonempty subsets of X, then we have Table 1.7.

TABLE 1.7. In the corresponding case we have: “B is AQR) A most peri-

odic and A is BB almost periodic if and only if m(Q,R,B,A)” and “if
™(Q,R,B,A), then $(Q,R,B,A).”

Q| R (Q,R, B, A) $(Q,R,B,A)

— | = | VbeB, VacA M(b)=M@) | (VbeB, M(b) =M(A)) A(Va € A, M(a) = M(B))
AM(B) = M(A)

i Vb € B, M(b) = M(A) M(B) = M(A)

- M Vb € B, M(b) = M(A) M(B) = M(A)

M| M M(B) = M(A) -

M| M M(B) = M(A) -

M| M M(B) = M(A) -
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PROOF. First row. We have ((B is A== almost periodic) A (A is B almost peri-
odic))

< VaecA, VbeB,
((VK eM(a), AL eM(b), Lc K)A(VLeM(b), IK eM(a), K< L))
— VYaeA, VbeB, VK eM(a), VL eM(b),
((AL" e M(b), IK' eM(a), K'c L' < K)A(IK' eM(a), AL" eM(b), L<cK' < L))
— VYaeA, VbeB, VK eM(a), VL eM(b),
((AL" eM(b) L' =K) A (3K eM(a) K’ =1))
< VaeA, VbeB, M(a) cM(b) AM(b) =cM(a)

—= VYacA, VbeB, M(a) =M(b),
(1.23)

moreover, suppose for each a € A and b € B we have M(b) = M(a), then if a € A and
K eM(a), foreacha’ € Awehave K € M(a’). So foreacha’ € Awehave a’K = a’E(X)
and K € M(A) (K does not have any proper subset like L, such that L is a closed right
ideal of E(X) and alL = aE(X)). Therefore, M(a) < M(A), on the other hand, if K €
M(A), by Corollary 1.3, there exists L € M(a), such that L < K, moreover, by the above
argument we have L € M(A) and L = K, thus M(A) < M(a). Therefore M(A) = M(a),
now let b € B, a similar argument will show M(B) = M(b) and M(A) = M(B).

For the other rows use similar methods. O

REMARK 1.26. Let I}, = (M(A) [Ac X, A+ Q@}and T, = {M(A) | A X, A=+
@,M(A) = @}.
For each nonempty subsets A and B of X define

— — . ) . (M,M) .

M(A) <y M(B) if and onlyif A is B———almost periodic, (1.24)
for each nonempty subsets A and B of X, such that M(A) and M(B) are nonempty
define _

= = ) . . (M,M) -

M(A) <, M(B) if and onlyif A is B———almost periodic, (1.25)
then

(a) (In,=<p) and (I3, <») are partially ordered sets,
(b) for each nonempty subset A of X:
@) if (X,S) is AN distal, then M(A) = {E(X)} is the maximum element in
(I, <1), _
(i) if (X,S) is AM distal, then ﬁ(A) = {E(X)} is the maximum element in
(I, <2),
(c) Min(E(X)) is the minimum element in (I, <;) and (I3, <») (if A is a nonempty
subset of X such that all of its elements are almost periodic, then by Note 1.12,
M(A) = M(A) = Min(E(X))).
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