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Abstract. Let ν be a finite countably subadditive outer measure defined on all subsets
of a set X, take a collection C of subsets of X containing X and ∅, we derive an outer
measure ρ using ν on sets in C. By applying this general framework on two special cases
in which ν = µ′′, one where µ ∈ Mσ(L) and the other where µ ∈ Mσ(L1), L1 ⊆ L2 being
lattices on a set X, we obtain new characterizations of the outer measure µ′′. These yield
useful relationships between various set functions including µi, µj, µ′′, and µ′.
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1. Introduction. In this paper, we establish a general framework for the study of
outer measures associated with a lattice measure, in particular, of two previously
studied outer measures: µ′ which is finitely subadditive and µ′′ which is countably
subadditive. Our terminology is consistent with standard usage in [1, 2, 4]; a summary
of notations and terminology as well as a brief background is given in Section 2.
Let ν be a finite countably subadditive outer measure defined on all subsets of a set

X, take a collection C of subsets of X containing X and∅, we derive an outer measure
ρ using ν on sets in C. We examine two special cases: one in which C is derived from
sets related to a lattice L of subsets ofX; another in which there are two lattices L1 ⊆ L2
on X and C is derived from L2. In the former, we take ν = µ′′, where µ ∈ Mσ(L); in
the latter ν = µ′′, where µ ∈Mσ(L1). We obtain new characterizations of µ′′. This is
developed in Section 3, which ends with three immediate consequences of this new
framework: a shorter proof of an old result on µ′ = µ′′ under the condition that L is
a δ-lattice; letting C be derived from L2 = Sµ′′ in the second case yields µ′′ = (µ′′)0,
where the latter is an outer measure previously studied [2, 4] and the regularity of µ′′

for µ ∈Mσ(L1).
In Section 4, we define the notion of condition M on µ′′ and examine the case of

a single lattice to obtain useful inequalities (Theorem 4.7, Corollaries 4.8 and 4.9) to
relate various set functions µi, µj, µ′′, and µ′. We introduce three “regularity”-type
conditions on µ ∈ Mσ(L) and study the relationship between them as well as their
effect on the equalities of some of the set functions. The inequalities obtained are
used to provide alternate proofs on results on equalities of µ′ and µ′′ on either L or
L′. Under the condition of normality of L, we also prove how one of these conditions
results in the equality of µ ∈M(L) and ν ∈Mσ(L).
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In Section 5, we examine the case of a pair of lattices on X and introduce six con-
ditions relating to outer measures µ′′ and ν′′, where µ ∈ Mσ(L1) and ν ∈ Mσ(L2),
an extension of µ. The relationships between these conditions are studied. Parallel
to Section 4, sets of inequalities relating to various set functions (Theorem 5.4 and
Corollary 5.5) are obtained and used to show how the conditions introduced in this
section result in the equalities of some of the set functions on L′2 and how they relate
to the conditions introduced in Section 4 on µ′′ on L1.

2. Notations and background. On a nonempty set X, a lattice L of subsets of X
contains X and ∅, the algebra generated by L is denoted by A(L) and the σ -algebra
generated by L is denoted by σ(L).

Lattice properties. L is normal if and only if for all A,B ∈ L, A
⋂
B =∅, there

exist C and D in L such that

A⊆ C′, B ⊂D′, and C′
⋂
D′ =∅, (2.1)

L is a δ-lattice if and only if it is closed under countable intersections.
L1 and L2 are lattices on X, where L1 ⊆ L2. L1 coseparates L2 if for B1 and B2 in L2,

B1
⋂
B2 =∅, there exist A1 and A2 in L1 such that B1 ⊆A′1, B2 ⊆A′2, and A′1

⋂
A′2 =∅.

We consider the set M(L) of all non-trivial, non-negative, finitely additive bounded
measures on A(L).

Measure properties. MR(L) is the set of all L-regular measures on A(L) : µ ∈
MR(L)⊆M(L) if and only if for any A∈A(L),

µ(A)= sup{µ(L) | L⊆A, L∈ L
}
. (2.2)

Mσ(L) is the set of all σ -smooth measures on L : µ ∈Mσ(L)⊆M(L) if and only if for
any sequence,

{Ln}, Ln ∈ L, Ln ↓∅, we have limn µ
(
Ln
)= 0. (2.3)

Mσ(L) is the set of all σ -smooth measures on A(L) : µ ∈ Mσ(L) ⊆ M(L) if and only
if for

{
An ∈A(L) |n= 1,2, . . .}, An ↓∅, limn µ

(
An
)= 0. (2.4)

Note thatµ ∈Mσ(L) if and only ifµ is countably additive and can be extended uniquely
to σ(L), and that an L-regular measure which is σ -smooth on L is σ -smooth on A(L).
Mσ
R (L) is the set of all L-regular measures which are σ -smooth on A(L).M(σ,L) is the

set of all measures strongly σ -smooth on L : µ ∈M(σ,L)⊆M(L) if and only if for any

{
Ln ∈ L, n= 1,2, . . .}, Ln ↓,

⋂
n
Ln ∈ L then µ

(⋂
n
Ln

)
= lim
n→∞µ

(
Ln
)
. (2.5)

Note that if µ ∈ M(σ,L), then µ is countably subadditive on L′, i.e., for Ln ∈ L and⋃∞
n=1L′n ∈ L′, µ

(⋃∞
n=1L′n

)≤∑∞
n=1µ(L′n).
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If, in addition, a measure is 0–1 valued, we say that it belongs to I(L), replacing M
by I in each of the terms above.
For µ1,µ2 ∈M(L), we say that µ1 � µ2(L) if and only if µ1(L)≤ µ2(L) for any L∈ L.

Note that in the case that µ1 � µ2(L), we have:
(i) µ1 ∈MR(L) implies that µ1 = µ2;
(ii) µ2 ∈Mσ(L) implies that µ1 ∈Mσ(L).

Associated outer measures. We summarize some known results (cf. [1]) on
two outer measures µ′′ and µ′.
For E ⊆ X, µ ∈M(L), µ′(E) = inf{µ(L′) | E ⊂ L′, L ∈ L}, and µ′′(E) = inf{∑i µ(L′i) |

E ⊂⋃i L′i, Li ∈ L
}
. To avoid a trivial µ′′ in the case of 0–1 valued measures, we usually

assume µ ∈Mσ(L) when µ′′ is considered. The set of all µ′′−[µ′−]measurable sets is
denoted by Sµ′′ [Sµ′]: for E ⊆X, E ∈ Sµ′′ if and only if µ′′(A)= µ′′

(
A
⋂
E
)+µ′′(A⋂E′)

for all A⊆X. For a finitely subadditive outer measure ν , ν is regular if for any A⊆X,
there exists E ∈ Sν such that A ⊆ E and ν(A) = ν(E). If µ ∈ I(L)[Iσ (L)], then µ′[µ′′]
is regular. We have the following results.
(1) µ′(∅)= 0; µ′ is monotone and is a finitely subadditive outer measure. Sµ′ is an

algebra and µ′|Sµ′ is finitely additive measure.
(2) µ′′ is a countably additive outer measure. Sµ′′ is a σ -algebra and µ′′|Sµ′′ is count-

ably additive.
(3) In general, we have the following relationships:

µ � µ′(L), µ = µ′(L′), µ′′ � µ(L′), µ′′ � µ′. (2.6)

(4) µ ∈MR(L) if and only if µ = µ′(L).
(5) If µ ∈Mσ(L), then
(a) µ′′(X)= µ(X);
(b) µ � µ′′(L) [1].

(6) If µ ∈M(σ,L), then µ′′ = µ(L′) [4].
(7) If µ ∈Mσ(L), µ′′ is regular and µ′′ = µ(L′), then µ ∈M(σ,L) [4].
(8) If µ ∈Mσ(L), µ′′ is regular and µ′′ = µ(L), then µ ∈Mσ(L) [1].
Using these outer measures, we have two “regularity”-type of conditions on the

measure µ : Mw(L) is the set of all weakly regular measures on A(L) : µ ∈ Mw(L) ⊆
M(L) if and only if for any L∈ L,

µ(L′)= sup{µ′(L̃) | L̃⊆ L′, L̃∈ L
}
. (2.7)

Mv(L) is the set of all vaguely regular measures on A(L) : µ ∈Mv(L) ⊆Mσ(L) if and
only if for any L∈ L,

µ(L′)= sup{µ′′(L̃) | L̃⊆ L′, L̃∈ L
}
. (2.8)

In general, MR(L)⊆Mw(L). If L is normal, then MR(L)=Mw(L) (cf. [1]).

3. Framework. We consider a finite countably subadditive outer measure ν defined
on all subsets of a set X. Initially, C is a collection of subsets of X containing ∅ and
X. In addition, let C be closed under countable union. We define a set function ρ
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using ν : for E ⊂X,
ρ(E)= inf{ν(C), E ⊂ C ∈ C}. (3.1)

We show that ρ is an outer measure with ν � ρ: the definition yields easily that ρ
has value zero at the null set, it is monotone and ν � ρ. To see that it is countably
subadditive, suppose Ei ⊂ X, for any ε > 0, we can find Ci ∈ C such that ν(Ci) <
ρ(Ei)+ε/2i and Ei ⊂ Ci. So

∑∞
1 ν(Ci) <

∑∞
1 ρ(Ei)+ε and

⋃
i Ei ⊂

⋃
i Ci ∈ C. Since ν is

countably subadditive and ρ is defined as a lower bound of all ν(C), C ∈ C, we have

ρ
(⋃

i
Ei

)
≤ ν

(⋃
i
Ci

)
≤

∞∑
1

ν
(
Ci
)
<

∞∑
1

ρ
(
Ei
)+ε. (3.2)

By applying this general setting to two special cases, we gain two new perspectives
for our applications: one with one lattice L on X; another with two lattices L1 and L2
on X, with L1 ⊂ L2.

Proposition 3.1. Let C be the collection of all countable unions of sets from L′ and
ν = µ′′, where µ ∈M(L). Then ρ = µ′′ and µ′′(E)= inf{µ′′(⋃∞1 L′i), E ⊂⋃∞1 L′i, Li ∈ L

}
.

Proof. (a) In general, µ′′ = ν � ρ.
(b) Suppose that there exists E ⊂ X such that µ′′(E) < ρ(E). Then there exists a

sequence {Li} ⊂ L such that E ⊂⋃∞1 L′i = C ∈ C and
∞∑
1

µ
(
L′i
)
< ρ(E)≤ µ′′

( ∞⋃
1

L′i

)(
E ⊂

∞⋃
1

L′i

)
≤

∞∑
1

µ′′
(
L′i
)≤ ∞∑

1

µ
(
L′i
)
, (3.3)

a contradiction. This gives a new characterization of µ′′.

Proposition 3.2. With L1 ⊂ L2, let C to be all countable unions of sets from L′2 and
ν = µ′′, where µ ∈M(L1). Then ρ = µ′′ and

µ′′(E)= inf
{
µ′′
( ∞⋃
1

L′2i

)
, E ⊂

∞⋃
1

L′2i , L2i ∈ L2

}
. (3.4)

Proof. As before, if E ⊂ ⋃∞1 L′i = C ∈ C, {L′i} ⊂ L′2 ⊂ L′1, the inequalities hold and
the same contradiction is arrived.
These two characterizations of µ′′ can be shown independently of our new setting

and ρ:
(I) By monotonicity and definition of µ′′, we see that

µ′′(E)≤ inf
{
µ′′
( ∞⋃
1

L′i

)
, E ⊂

∞⋃
1

L′i, Li ∈ L

}
. (3.5)

Suppose that it were a strict inequality, there is a sequence {L̃i} in L with

∞∑
1

µ
(
L̃′i
)
< infµ′′

(⋃
i
L′i

)
≤ inf

∞∑
i=1
µ′′
(
L′i
)≤ ∞∑

i=1
µ
(
L′i
)
, (3.6)

a contradiction.
(II) The inequality µ′′(E)≤ inf{µ′′(⋃∞1 L′2i)E ⊂⋃∞1 L′2i , L2i ∈ L2

}
follows from mono-

tonicity and µ′′ being the infimum. A strict inequality leads to a contradiction as
in (I).
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Applications. (1) Using the first new characterization, we can provide a short
proof of a previously known result on two outer measures µ′′ and µ′.

Theorem 3.3. If L is a δ-lattice, µ ∈ M(σ,L), then µ′′ = µ′.
Proof. (a) In this case, µ � µ′′(L′): if A ∈ L′, Li ∈ L, and A ⊂ ⋃∞1 L′i = (⋂Li)′ =

L′ ∈ L′, then µ(A) ≤ µ(L′) ≤ Σ∞1 µ(L′i), using σ -smoothness for the last inequality. So
µ(A)≤ µ′′(A). The reverse inequality holds in general.
(b) Now, we have

µ′′(E)= inf
{
µ′′
( ∞⋃
1

L′i

)
, E ⊂

∞⋃
1

L′i, Li ∈ L

}
= inf{µ′′(L′), E ⊂ L′, L∈ L

}
= inf{µ(L′), E ⊂ L′, L∈ L

}= µ′(E),
(3.7)

using (a).
(2) As a special case of Proposition 3.2 above, if we have µ ∈Mσ(L1) and L1 ⊂ Sµ′′ ,

take L2 = Sµ′′ , C to be the collection of all countable unions of sets from L′2 and ν = µ′′.
Then we have µ′′ = (µ′′)0, where in general, for a finitely subadditive outer measure
λ and λ-measurable sets Sλ, λ0(E) = inf{λ(M), E ⊂ M, M ∈ Sλ}: by Proposition 3.2,
we have

µ′′(E)= inf
{
µ′′
( ∞⋃
1

L′2i

)
, E ⊂

∞⋃
1

L′2i , L2i ∈ L2

}
= inf{µ′′(M), E ⊂M, M ∈ Sµ′′

}
(3.8)

since Sµ′′ is a σ -algebra,
⋃∞
1 L

′
2i
= M ∈ Sµ′′ . This is a special case of a finitely sub-

additive outer measure previously studied [2, 4]. Since in this case µ′′ is countably
additive, the equality µ′′ = (µ′′)0 is equivalent to µ′′ being regular [2].
(3) In the classical treatment, with µ ∈Mσ(L) and the covering class C of measur-

able sets generated by the classical outer measure µ∗, µ∗ is a regular outer measure.
In our setting, if µ ∈ Mσ(L1) and C is the collection of all countable unions of sets
from L′2, L2 = Sµ′′ , and ν = µ′′, we obtain the regularity for µ′′: for all positive inte-
gers n, there exists Mn ∈ Sµ′′ , E ⊂Mn and µ(Mn) ≤ µ′′(E)+(1/n), we may construct
Mn ↓

⋂
Mn =M0 ∈ Sµ′′ . So limn→∞µ(Mn)≤ µ′′(E). Since µ ∈Mσ(L1), limn→∞µ(Mn)=

µ(M0)= µ′′(E).

4. Case of a single lattice: comparing some set functions. Grassi, Knight, and Vlad
looked into the effects of various conditions on outer measures. We combine these
with additional new conditions. Using our new characterizations in Propositions 3.1
and 3.2, we relate various inner and outer measures by several useful inequalities to
obtain results on outer measures.

Definition 4.1. Let µ ∈M(L). For any E ⊆X, the inner measure
µi(E)= sup

{
µ(L), L⊂ E, L∈ L

}
. (4.1)

The inner measure µi is finitely additive on L′; for properties (cf. [3, 5]).

Definition 4.2. Let µ ∈Mσ(L). For any E ⊆X, define the set function
µj(E)= µ(X)−µ′′

(
E′
)
. (4.2)

If µ′′ is a regular, then µj is an inner measure [2].
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Vlad showed that µi � µj � µ′′ � µ′ [4].
We define the notion of condition M.

Definition 4.3. For µ ∈Mσ(L), we say that µ′′ satisfies condition M if a necessary
and sufficient condition for a set E ∈ Sµ′′ is that µ′′(X)= µ′′(E)+µ′′(E′).
As in the classical case, if µ′′ is a regular outer measure, then µ′′ satisfies condi-

tion M.
On the other hand, the outer measure µ′ is not regular in general but always satisfies

condition M (see [1]).

Proposition 4.4. (a) If µ ∈Mσ(L) satisfies condition M and µ′′(E)= µj(E) for E ⊆
X, then E ∈ Sµ′′ ;
(b) If E ∈ Sµ′′ , then µ′′(E)= µj(E).
Proof. (a) By assumption,

µ′′(E)= µj(E)= µ(X)−µ′′
(
E′
)= µ′′(X)−µ′′(E′), (4.3)

therefore E ∈ Sµ′′ since µ satisfies condition M.
(b) If E ∈ Sµ′′ , then

µj(E)= µ(X)−µ′′
(
E′
)= µ′′(X)−µ′′(E′)

= µ′′(E)+µ′′(E′)−µ′′(E′)= µ′′(E). (4.4)

Lemma 4.5. If µ ∈Mσ(L) and µj = µ(L), then µ′′ = µ(L′).
Proof. For L∈ L, if µ(L)= µj(L)= µ(X)−µ′′(L′), then

µ′′
(
L′
)= µ(X)−µ(L)= µ(L′). (4.5)

Proposition 4.6. (a) If µ ∈ M(σ,L), then µj = µ(L).
(b) If µ ∈Mσ(L), µj = µ(L) and µ′′ is a regular outer measure, then µ ∈ M(σ,L).

Proof. (a) For L∈ L, µj(L)= µ(X)−µ′′(L′)= µ(X)−µ(L′)= µ(L), since µ′′ = µ(L′)
if µ ∈M(σ,L) [4].
(b) Using the lemma, we have a regular outer measure µ′′ which is equal to µ on L′,

implying that µ ∈ M(σ,L) (see [4]).
Hence for µ ∈Mσ(L), under regularity of µ′′, strongly σ -smoothness is equivalent

to µj = µ(L).
Now, we establish the following sets of inequalities.

Theorem 4.7. For µ ∈Mσ(L), E ⊆X, we have:

µi(E)≤ µj(E)≤ sup
{
µ′′
( ∞⋃
1

Li

)
,
⋂
Li ⊂ E, Li ∈ L

}
≤ µ′′(E)≤ µ′(E). (4.6)
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Proof. We need only prove the second and third inequalities. We have

µj(E)= µ(X)−µ′′
(
E′
)= µ(X)− inf{∑µ(L′i), E

′ ⊆
⋃
L′i
}

≤ µ(X)− inf
{
µ′′
(⋃

L′i
)}
= sup

{
µ′′(X)−µ′′

(⋃
L′i
)}

≤ sup
{
µ′′
(
X−

⋃
L′i
)}
= sup

{
µ′′
(⋂

Li
)
,
⋂
Li ⊆ E

}
≤ µ′′(E)

(4.7)

which is an upper bound for all such intersections.

Corollary 4.8. On L′: for L∈ L,

µi
(
L′
)≤ µj(L′)≤ sup

{
µ′′
( ∞⋂
1

Li

)
,
⋂
Li ⊂ L′, Li ∈ L

}

≤ µ′′(L′)≤ µ′(L′)= µ(L′).
(4.8)

Corollary 4.9. (a) µi(L′) ≤ sup{µ′′(L̃), L̃ ⊆ L′, L̃ ∈ L} ≤ sup{µ′′(⋂∞1 Li), ⋂Li ⊂
L′, Li ∈ L

}≤ µ′′(L′)� µ′(L′)= µ(L′).
(b) µi(L′)≤ sup{µ′′(L̃), L̃⊆ L′, L̃∈ L} ≤ sup{µ′(L̃), L̃⊆ L′, L̃∈ L} ≤ µ′(L′)= µ(L′).
We consider three more “regularity”-type conditions on µ ∈Mσ(L):
(1) For

L∈ L, µ
(
L′
)= sup{µ′′(⋂Li

)
,
⋂
Li ⊆ L′, Li ∈ L

}
. (4.9)

(2) For

L∈ L, µ′′
(
L′
)= sup{µ′′(⋂Li

)
,
⋂
Li ⊆ L′, Li ∈ L

}
. (4.10)

(3) For

L∈ L, µ′′
(
L′
)= sup{µ(L̃), L̃⊆ L′, L̃∈ L

}
. (4.11)

Together with the notions of weakly regularity and vaguely regularity, we have the
following results, some of which are known, but the proofs here are different due to
our general setting.

Proposition 4.10. (a) µ ∈Mv(L)⇒(4.9) holds and µ′′ = µ′ = µ(L′).
(b) (4.9) holds⇒(4.10) holds.
(c) If (4.9) holds and µ′′ is a regular outer measure, then µ ∈M(σ,L) and L⊂ Sµ′′ .
(d) L⊂ Sµ′′⇒(4.10) holds.
(e) Mv(L)⊆Mw(L).
(f) If (4.10) holds, µj(L′) = sup

{
µ′′
(⋂
Li
)
,
⋂
Li ⊆ L′, Li ∈ L

}
for all L ∈ L and µ′′

satisfies condition M, then L⊂ Sµ′′ .
(g) µ ∈Mσ

R (L)⇒ µ = µi = µj = µ′′ = µ′ on L.
(h) If (4.11) holds, either µ′′ is regular or satisfies condition M, then L⊂ Sµ′′ .
(i) If µ ∈ Mσ(L), µ = µ′′(L) and µ′′ is regular, then L ⊂ Sµ′′ , µ ∈ M(σ,L), and (4.9)

holds.
(j) If (4.9) holds and L⊂ Sµ′′ , then µ = µ′′(L) and hence µ ∈Mσ(L).
(k) (4.11)⇒(4.10).
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Proof. Let L∈ L throughout the proof.
(a) Using the inequalities established in Corollary 4.8, we have,

µ(L′)= sup{µ(L̃), L̃⊂ L′, L̃∈ L}

≤ sup
{
µ′′
( ∞⋂
1

Li

)
,
⋂
Li ⊂ L′, Li ∈ L

}

≤ µ′′(L′)≤ µ′(L′)≤ µ(L′).
(4.12)

(b) Follows from the same set of inequalities.
(c) We have

µ
(
L′
)= sup

{
µ′′
(⋂

i
Li

)
,
⋂
i
Li ⊆ L′, Li ∈ L

}
≤ µ′′(L′)= µ′(L′)= µ(L′). (4.13)

Since µ = µ′′(L′) and µ′′ is regular, µ ∈M(σ,L) (see [4]). Also,

µj(L)= µ(X)−µ′′
(
L′
)= µ(X)−sup

{
µ′′
(⋂

i
Li

)
,
⋂
i
Li ⊆ L′

}

= inf
{
µ′′
(
X−

⋂
i
Li

)}
= inf

{
µ′′
(⋃

i
L′i

)
, L⊆

⋃
i
L′i

}
= µ′′(L).

(4.14)

Since µ′′ is regular and therefore satisfies condition M, by Proposition 4.4(a), L∈ Sµ′′ .
So L⊂ Sµ′′ .
(d) Since L⊂ Sµ′′ , µ′′(L′)≤ µ′′(X)−µ′′(L)= µj(L′). By Corollary 4.8, therefore

µj
(
L′
)= sup

{
µ′′
( ∞⋂
1

Li

)
,
⋂
Li ⊂ L′, Li ∈ L

}
= µ′′(L′). (4.15)

(e) Using the facts that µ′′ � µ′ in general and µ′ = µ on L′ we have

µ(L′)= sup{µ′′(L̃), L̃⊆ L′, L̃∈ L
}

≤ sup{µ′(L̃), L̃⊆ L′, L̃∈ L
}

≤ µ′(L′)= µ(L′)
(4.16)

yielding equalities and weak regularity.
(f) By assumption,

µ′′
(
L′
)= sup

{
µ′′
(⋂

i
Li

)
,
⋂
i
Li ⊆ L′, Li ∈ L

}
= µj

(
L′
)
, (4.17)

so µ′′(X)= µ′′(L)+µ′′(L′), which implies that L⊂ Sµ′′ since µ′′ satisfies condition M.
(g) Since µ ∈ Mσ

R (L), µ = µ′′ = µ′(L). Also, µ = µi(L). By Corollary 4.8, we have
µ = µi = µj = µ′′ = µ′ on L.
(h) By assumption and Corollary 4.8, we have

µ′′
(
L′
)= sup{µ(L̃), L̃⊆ L′, L̃∈ L

}= µi(L′)≤ µj(L′)≤ µ′′(L′), (4.18)
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yielding all equalities and µ′′(X) = µ′′(L)+ µ′′(L′). Since µ′′ is regular or satisfies
condition M, L∈ Sµ′′ , or L⊂ Sµ′′ .
(i) If µ = µ′′(L), then µ = µi � µj � µ′′ = µ(L) yielding all equalities. Since µ′′ is

regular, by Proposition 4.6(b), µ ∈M(σ,L). Now

µj
(
L′
)= µ(X)−µ′′(L)= µ(X)−µ(L)= µ(L′). (4.19)

The inequalities in Corollary 4.8 becomes equalities, yielding (4.9).
(j) If (4.9) holds, then µ = µ′′(L′). By Proposition 4.4(b), L ⊂ Sµ′′ implies that µj =

µ′′(L). Then µ′′(L) = µj(L) = µ(X)− µ′′(L′) = µ(X)− µ(L′) = µ(L). Since L ⊂ Sµ′′ ,
A(L) ⊂ Sµ′′ and µ′′|A(L) = µ is a countably additive measure which is equivalent to
µ ∈Mσ(L).
(k) The statement follows from Corollary 4.9.

These results provide a new proof of an old theorem.

Theorem 4.11 (T. Wibisono [6]). (a) If µ ∈Mσ(L), µ = µ′′(L) and µ′′ satisfies con-
dition M, then L⊂ Sµ′′ , µ ∈Mσ(L) and µ′′ = µ′ = µ(L′).
(b) If µ ∈M(σ,L) and L⊂ Sµ′′ , then µ = µ′′(L).
Proof. By Theorem 4.7, for L ∈ L, µ(L) = µi(L) ≤ µj(L) ≤ µ′′(L) ≤ µ′(L). So µ =

µ′′(L) implies that µj = µ′′(L). With µ ∈ Mσ(L) and µ′′ satisfies condition M, this
implies that L⊂ Sµ′′ by Proposition 4.4(a). Also, µj(L′)= µ(X)−µ′′(L)= µ(X)−µ(L)=
µ(L′). Hence by Corollary 4.8,

µj
(
L′
)= sup

{
µ′′
( ∞⋂
1

Li

)
,
⋂
i
Li ⊂ L′, Li ∈ L

}
= µ′′(L′)= µ′(L′)= µ(L′), (4.20)

which means that (4.9) holds. Applying Proposition 4.10(j), we get µ ∈Mσ (L).
(b) If µ ∈M(σ,L), then µj = µ(L) by Proposition 4.6(a). By Proposition 4.4(b), L⊂ Sµ′′

implies that µj = µ′′(L). Hence µ = µ′′(L).
Corollary 4.12. Under the conditions of Theorem 4.11(a), condition (4.9) holds.

Theorem 4.13. Under the conditions that µ ∈M(L), ν ∈Mσ(L), µ � ν(L), µ(X)=
ν(X) and L is normal, if µ′′ satisfies condition (4.11), i.e.,

µ′′
(
L′
)= sup{µ(L̃), L̃⊆ L′, L̃∈ L

}
(4.21)

for L∈ L, then µ′′ = ν′′(L′).
Proof. (a) We know that µ′′ � ν′′ in general.
(b) Since L is normal, for all L̃⊆ L′, there exist L1,L2 ∈ L such that L̃⊆ L′1 ⊆ L2 ⊆ L′.

We have

µ′′
(
L̃
)≤ µ′′(L′1)≤ µ(L′1)≤ µ(L2)≤ ν(L2)≤ ν′′(L2)≤ ν′′(L′), (4.22)

so ν′′(L′) is an upper bound for all µ′′(L̃). Therefore, µ′′(L′)≤ ν′′(L′).

5. Case of a pair of lattices: comparing similar set functions. In this section, we
have two lattices on X : L1 ⊆ L2, we consistently use A∈ L1 and B ∈ L2.
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Theorem 5.1 (T. Wibisono [6]). If µ ∈Mσ(L1), µ′′ satisfies condition M and

µ′′
(
B′
)= sup{µ(A), A⊆ B′, A∈ L1

}
, (5.1)

then
(a) L2 ⊆ Sµ′′ ;
(b) µ′′|A(L2) ∈Mσ

R (L2), µ � µ′′|A(L1)(L1), and µ′′|A(L1) ∈Mσ
R (L1).

Proof. (a) We have

µ′′
(
B′
)= sup{µ(A), A⊆ B′, A∈ L1} = µi

(
B′
)= µj(B′) (5.2)

using Corollary 4.8. Since µ′′ satisfies condition M, by Proposition 4.4(a), L2 ⊆ Sµ′′ .
(b) Since µ′′ is countably additive on Sµ′′ and by part (a), A(L2) ⊆ Sµ′′ , µ′′|A(L2) ∈

Mσ(L2). The inequalities

µ′′
(
B′
)= sup{µ(A), A⊆ B′, A∈ L1

}≤ sup{µ′′(A), A⊆ B′, A∈ L1
}≤ µ′′(B′) (5.3)

implies that µ′′|A(L2) ∈ Mσ
R (L2) and that µ′′|A(L1) ∈ Mσ

R (L1). Also, µ � µ′′|A(L1)(L1).

Now, we consider µ ∈Mσ(L1) extended to ν ∈Mσ(L2) and five conditions on ν,ν′′,
or µ′′, including the one in Wibisono’s theorem: recall that B ∈ L2.
(1) ν(B′)= sup{ν′′(A), A⊆ B′, A∈ L1}.
(2) ν(B′)= sup{ν′′(⋂∞1 An), ⋂∞1 An ⊆ B′, An ∈ L1

}
.

(3) ν′′(B′)= sup{ν′′(⋂∞1 An), ⋂∞1 An ⊆ B′, An ∈ L1
}
.

(4) ν′′(B′)= sup{µ(A), A⊆ B′, A∈ L1}.
(5) µ′′(B′)= sup{µ(A), A⊆ B′, A∈ L1}.
We have the following relationships and a result similar to that of Wibisono’s.

Proposition 5.2. (a) Condition (1)⇒ν ∈Mv(L2).
(b) If L1 is a δ-lattice, then (1)�(2).
(c) If ν ∈M(σ,L2), then (2)�(3).
(d) (2)⇒(3).
(e) (4)⇒(3).
(f) (5)⇒(4).
(g) If (4) holds and ν′′ satisfies condition M, then L2 ⊆ Sν′′ and ν′′|A(L2) ∈ Mσ

R (L2).
[This is a weaker version of Wibisono’s theorem.]
(h) (5)⇒ν′′ = µ′′(L′2).
(i) If µ′′(B′)= sup{µ′′(A), A⊆ B′, A∈ L1} and L1 coseparates L2, then ν′′ = µ′′(L′2).
Proof. (a) Since L1 ⊆ L2,

ν
(
B′
)= sup{ν′′(A), A⊆ B′, A∈ L1

}≤ sup{ν′′(L̃), L̃⊆ B′, L̃∈ L2
}
. (5.4)

The reverse inequality is also true because for any L̃ ⊆ B′, L̃ ∈ L2, ν′′(L̃) ≤ ν′′(B′) ≤
ν(B′). Hence ν ∈Mv(L2).
(b) If L1 is a δ-lattice, then for Ai ∈ L1,

⋂∞
1 Ai =A∈ L1. Hence (1)�(2).

(c) If ν ∈M(σ,L2), then ν′′ = ν(L′2). Hence (2)�(3).
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(d) By (2),

ν
(
B′
)= sup

{
ν′′
( ∞⋂
1

An

)
,
∞⋂
1

An ⊆ B′, An ∈ L1

}

≤ sup
{
ν′′
( ∞⋂
1

Bn

)
,
∞⋂
1

Bn ⊆ B′, Bn ∈ L2

}

≤ ν′′(B′)≤ ν′(B′)= ν(B′),
(5.5)

the last two inequalities follow from Corollary 4.8. Hence we have equalities and (3)
holds.
(e) Since L1 ⊆ L2, it follows from the definition of the outer measures that ν′′ � µ′′.

By (4),

ν′′
(
B′
)= sup{µ(A), A⊆ B′, A∈ L1

}= sup{ν(A), A⊆ B′, A∈ L1
}

≤ sup
{
ν′′
( ∞⋂
1

An

)
,
∞⋂
1

An ⊆ B′, An ∈ L1

}
≤ ν′′(B′). (5.6)

The equalities yield (3).
(f) By assumption,

µ′′
(
B′
)= sup{µ(A), A⊆ B′, A∈ L1

}≤ ν′′(B′) (5.7)

as above. Hence ν′′(B′) = µ′′(B′) since the reverse inequality is true in general; (4)
follows.
(g) If

ν′′
(
B′
)= sup{µ(A), A⊆ B′, A∈ L1

}= sup{ν(A), A⊆ B′, A∈ L1
}

≤ sup{ν(B̃), B̃ ⊆ B′, B ∈ L2
}= νi(B′)≤ νj(B′)≤ ν′′(B′), (5.8)

resulting in equalities. It follows that ν(B′)+ν(B) = ν(X). Since ν′′ satisfies condi-
tion M, B′ ∈ Sν′′ and we have L2 ⊆ Sν′′ . Since ν′′ is countably additive on Sν′′ , ν′′|A(L2) ∈
Mσ(L2). Also,

ν′′
(
B′
)= sup{ν(B̃), B̃ ⊆ B′, B ∈ L2

}
(5.9)

for any B′ ∈ L2 implies that ν′′|A(L2) ∈Mσ
R (L2).

(h) By assumption,

µ′′
(
B′
)= sup{µ(A), A⊆ B′, A∈ L1

}≤ ν′′(B′) (5.10)

as in (e), which implies ν′′ = µ′′(L′2).
(i) For each A ⊆ B′, since L1 coseparates L2, there exist A1 and A2 in L1 such that

A⊆A′1 ⊂A2 ⊆ B′. So
µ′′(A)≤ µ′′(A′1)≤ µ(A′1)= ν(A′1)≤ ν(A2)≤ ν′′(A2)≤ ν′′(B′). (5.11)

Therefore,

µ′′
(
B′
)= sup{µ(A), A⊆ B′, A∈ L1

}≤ ν′′(B′), (5.12)

implying ν′′ = µ′′(L′2).
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Conclusions in parts (h) and (i) that ν′′ = µ′′(L′2) are useful because if that is true,
many of the conditions (1), (2), (3), (4), and (5) as well as others coincide. Related to
this is the following condition: in the same setting,

µ′′
(
B′
)= sup

{
ν′′
( ∞⋂
1

An

)
,
∞⋂
1

An ⊆ B′, An ∈ L1

}
. (#)

Proposition 5.3. Condition (#)⇒ν′′ = µ′′(L′2) and condition (3).

Proof. If
⋂∞
1 An ⊆ B′, An ∈ L1 then

µ′′
(
B′
)= sup

{
ν′′
( ∞⋂
1

An

)
,
∞⋂
1

An ⊆ B′, An ∈ L1

}
≤ ν′′(B′). (5.13)

The reverse inequality holds in general. Therefore ν′′ = µ′′(L′2) and (3) follows.
We also have a set of useful inequalities for the case of a pair of lattices.

Theorem 5.4. If µ ∈Mσ(L1) is extended to ν ∈Mσ(L2), L1 ⊆ L2, then for an E ⊆X:
(a) µi(E)≤ µj(E)≤ νj(E)≤ sup

{
ν′′
(⋂

nBn
)
,
⋂
nBn ⊆ E, Bn ∈ L2

}≤ ν′′(E)≤ ν′(E);
(b) µi(E)≤µj(E)≤νj(E)≤sup

{
ν′′
(⋂

nBn
)
,
⋂
nBn ⊆ E, Bn ∈ L2

}≤ ν′′(E)≤ µ′′(E)≤
µ′(E);

(c) sup
{
ν′′
(⋂

nBn
)
,
⋂
nBn ⊆ E, Bn ∈ L1

}≤ sup{µ′′(⋂nBn), ⋂nBn ⊆ E, Bn ∈ L2
}≤

µ′′(E);
(d) sup

{
ν′′
(⋂

nAn
)
,
⋂
nAn ⊆ E, An ∈ L1

}≤ sup{ν′′(⋂nBn), ⋂nBn ⊆ E, Bn ∈ L2
}
;

(e) sup
{
ν′′
(⋂

nAn
)
,
⋂
nAn ⊆ E, An ∈ L1

} ≤ sup{µ′′(⋂nAn), ⋂nAn ⊆ E, An ∈
L1
}≤ sup{µ′′(⋂nBn), ⋂nBn ⊆ E, Bn ∈ L2

}
.

Proof. The inequalities follow from Theorem 4.7 or L1 ⊆ L2 or ν′′ � µ′′.
Corollary 5.5. For B ∈ L2, we have:

µi
(
B′
)≤ µj(B′)≤ sup

{
µ′′
(⋂

n
An

)
,
⋂
n
An ⊆ B′, An ∈ L1

}

≤ µ′′(B′)≤ µ′(B′)= µ(B′);
µi
(
B′
)≤ µj(B′)≤ νj(B′)≤ sup

{
ν′′
(⋂

n
Bn

)
,
⋂
n
Bn ⊆ B′, Bn ∈ L2

}

≤ ν′′(B′)≤ ν′(B′)= ν(B′).

(5.14)

It follows from the inequalities in Corollary 5.5 that an equality of certain set func-
tions above yields one of the conditions discussed and subsequent consequences.

Note 5.6. (a) If µi(B′)= ν′′(B′), then we have condition (4).
(b) If µi(B′)= µ′′(B′), then we have condition (5).
In addition, one of the conditions result in other equalities.

Theorem 5.7. (a) Condition (4)⇒

µi
(
B′
)= µj(B′)= νj(B′)= sup

{
ν′′
( ∞⋂
1

Bn

)
,
∞⋂
1

Bn ⊆ B′, Bn ∈ L2

}
= ν′′(B′) (5.15)

and ν′′ satisfies condition (4.10) on L2.
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(b) Condition (5)⇒

µi
(
B′
)= µj(B′)= sup

{
µ′′
( ∞⋂
1

An

)
,
∞⋂
1

An ⊆ B′, An ∈ L1

}
= µ′′(B′) (5.16)

and µ′′ satisfies condition (4.10) on L1.
(c) Condition (3)⇒

ν′′
(
B′
)= sup

{
ν′′
( ∞⋂
1

Bn

)
,
∞⋂
1

Bn ⊆ B′, Bn ∈ L2

}
(5.17)

and ν′′ satisfies condition (4.10) on L2.
(d) Condition (2)⇒

sup

{
ν′′
( ∞⋂
1

Bn

)
,
∞⋂
1

Bn ⊆ B′, Bn ∈ L2

}
= ν′′(B′)= ν′(B′)= ν(B′) (5.18)

and ν′′ satisfies condition (4.10) on L2.
(e) Condition (#)⇒

sup

{
µ′′
( ∞⋂
1

An

)
,
∞⋂
1

An ⊆ B′, An ∈ L1

}
= µ′′(B′)= µ′(B′)= µ(B′) (5.19)

and µ′′ satisfies condition (4.10) on L1.

Proof. (a) and (b) follow directly fromCorollary 5.5; (c) and (d) fromTheorem 5.4(d)
and the same corollary; (e) from Theorem 5.4(e) and the corollary.
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