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This note investigates coefficient estimates and subordination properties for certain
classes of normalized functions (which are essentially defined by means of a Hadamard
product of two analytic functions). We exhibit several interesting consequences of our
main results, and in the process, we are also led to the corrected forms of the results given
by Owa and Nishiwaki (2002).

1. Introduction and preliminaries

Let 54 denote the class of functions f(z) normalized by f(0) = f'(0) — 1 = 0, and analytic
in the open unit disk U = {z:z € C, |z| < 1}; then f(z) can be expressed as

z)=z+Za,,z". (1.1)
n=2

Let us denote by M («) and N(a) two subclasses of the class o, which are defined (for
a > 1) as follows:

M(a) = {f feds 9&( J{;(z))<a(ze%;a>l)},

(1.2)

N(a) = {f fed; x(uzﬁ() )<(x(z€0u;oc>l)}.

The classes () and N(a) were studied recently by Owa and Nishiwaki [3] and also by
Owa and Srivastava [4]. In fact, for 1 < a < 4/3, these classes were investigated earlier by
Uralegaddi et al. [7].

It follows from (1.2) that

f(2) € N(a) = zf'(2) € M(a). (1.3)
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If f,g € o, where f(z) is given by (1.1), and g(z) is defined by
g(z) =z+ > buz", (1.4)
n=2

then their Hadamard product (or convolution) f * g is defined (as usual) by

(fxg)(2) =2+ > anb,z" = (g * f)(2). (1.5)

n=2

For two functions f and g analytic in U, we say that the function f is subordinate to g in
U (denoted by f < g) if there exists a Schwarz function w(z), analytic in U with w(0) = 0,
and [w(z)| <1 (z € W), such that f(z) = g(w(z)).

We introduce here a class ¥ 4(¢, y) which is defined as follows: suppose the functions
¢(z) and y(z) are given by

d(z) =z+ i/\nz”,
" (1.6)
y(2) =z+ > pna",

n=2

where A, =y, = 0 (forall n € N\{1}). We say that f € o is in Fo(¢,y) provided that
(f*y)(z) #0and

(f * ¢)(Z)}
Ry-F— (< >1;zeW). 1.7
Several new and known subclasses can be obtained from the class (¢, ) by suitably
choosing the functions ¢(z) and y(z). We mention below some of these subclasses of

Fo(¢, ) consisting of functions f(z) € s. The Ruscheweyh derivative operator (see [5]):
9Dt : A — A, is defined by

z

D{f(2)} = -

Z)l+y

* f(z) (u>-1; f(z) edA). (1.8)
Indeed, we have

z z
y"‘((1 —2)M2° (1 —z)"“)

:{f:fésd;%(%)<(x(z€6u;0c>1;)t>—1))§zA“(A),

(1.9)
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and the relationships

z z 3
ya(@:ﬁ) = M(a) (a>1),

1.10
z+72? z B (110
Pl —=,———= | =N(a) (a>1).

(1-2)3" (1-2)?

A similar type of a subclass A4(1) involving the Ruscheweyh operator D* (defined by
(1.9) above) was also considered by Ali et al. [1]; whereas, the subclasses Jl () and N («)
are the known classes (see [3]) defined by (1.2), respectively.

In our present investigation, we require the following definition and also a related
result due to Wilf [8].

Definition 1.1. A sequence {b,}{" of complex numbers is said to be a subordination factor
sequence if whenever f(z) given by (1.1) is univalent and convex in AU, then

> byanz" < f(z) inU. (1.11)

n=1

LEmMMA 1.2. The sequence {b,} 7’ is a subordinating factor sequence if and only if

‘R[l+2§:bnz”] >0 (zeW). (1.12)

n=1

The main purpose of this note is first to investigate the coefficient estimates and related
properties of certain classes of normalized functions, defined as a Hadamard product (or
convolution) of two analytic functions, in the open unit disk. Additionally, by defining
another analogous class of analytic functions, we develop a subordination theorem for
this class and consider various interesting consequences (including the corrected forms
of the results obtained in [3]) from our main results.

2. Coefficient inequalities and related properties

We first derive a sufficient condition for the function f(z) to belong to the aforemen-
tioned class ¥ (¢, ). The result is contained in the following.

TaeoreM 2.1. If f(z) € A satisfies
Z{(An—kyn)+|/\n+(k—20c)/4n|}|an| <2(a-1), (2.1)
n=2

for some k (0 < k < 1) and some o (a > 1), then f(z) € Lo, y).

Proof. Let condition (2.1) be satisfied for the function f(z) € 9. It is sufficient to show
that

(f *9)(2)/(f xy)(2) —k
(f )2/ (f *y)(z) — R —k)

<1 (zew). (2.2)
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We note that

‘ (f * )2/ (f xy)(2) —k
(f *¢)(2)/(f *xy)(z) — Qa—k)

_ (1-k)+>,, (An*kﬂn)anzn71
(A =2a+k)+ 30 A — Qa—K)pntanzn!

(1K) + > (A — kp) [an | 2"
Qa—k-1) —220:2 |An - (za_k),“n| |an| |z|n-1

(1—k)+ZZ°:2 (/ln_k//ln)|an|
Qa—k—=1)=>7 5 [An— Qa—K)ual |an|”

(2.3)

[IA

The extreme-right-side expression of the above inequality would remain bounded by 1 if

(1=K + > (A —kp) lan| < Qa—k=1)= 3 [d— Qa—Kpal lan|, (2.4
n=2 n=2
which leads to the desired inequality (2.1). This completes the proof. O

Taking k = 1 in (2.1), we observe that the sequence
wa(a) = A+ (1 =20y (a>1; Ay >y >0; n€ N\{1}) (2.5)

remains nonnegative whenever the sequences (y,) and (A,/u,) are nondecreasing, and «
satisfies the inequality 1 < & < (1/2)(1 + A2/u2). Using this in Theorem 2.1, we obtain the
following.

CoroLLARY 2.2. If f(2) € i satisfies

Z (An_“ﬂn)|an| g(“_1)> (2.6)
n=2

provided that A, > p, >0, {y,) and (A,/u,) are nondecreasing sequences, and a is such that
1<a < (172)(14+Ma/wa), then f(z) € Lol w).

By appealing to (1.9), (1.10), when the functions ¢(z) and y(z) in (1.7) are selected
appropriately, then Theorem 2.1 yields the following results.

CoroLrLARY 2.3. If f(2z) € i satisfies

0

Tt 2r( Lt L= RA =k} + [+ A1+ k= 20) + k= 2a] @ | < 2(a—1)

n=2
(2.7)

for some k (0 < k < 1) and some o (a > 1), then f(z) € Aa(A).
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CoRrOLLARY 2.4. If f(z) € i satisfies

Me

{(n—k)+In+k—-2al}|a,| <2(a—1) (2.8)
n=2

for some k (0 < k < 1) and some o (o > 1), then f(z) € M(x).
CoroLLARY 2.5. If f(z) € i satisfies

[

Z{(n—k)+|n+k 2al}n|a,| <2(a-1) (2.9)

for some k (0 < k < 1) and some o (o > 1), then f(z) € N(a).

Remark 2.6. Corollary 2.3 is a new result, whereas, Corollaries 2.4 and 2.5 are the same
assertions as obtained earlier by Owa and Nishiwaki [3, Theorems 2.1 and 2.3, pages 2-3].

We next mention here another known class, E(¢, y; 3) (see [2]), consisting of the func-
tion f(z) € o defined analogously to the class ¥4(¢, ), which satisfies the condition

(f *¢)(2) < .
%{(f*w)(z)}>ﬁ 0SB<L;zeU). (2.10)

We prove the following result.

Tueorem 2.7. If f(z) € A satisfies (2.6) for some o (1 < a < 245/(Ay + 42)), then f(z) €
E(¢,y;8) (B = (2h2 — apy — ady)/ (2 + Ay — 20042)).

Proof. If « satisfies the inequality (1 < a < (1/2)(1 + A2/2)), then (2.6) of Corollary 2.2
implies

0

Z aﬂ" la,| < 1. (2.11)

n=2

Now using the following result [2, Theorem 1, page 72] which determines the sufficiency
condition for the function f(z) € o to be in the class E(¢, y;):

S (An_/';.u“) <
e =1 (058<), 2.12
2 op =T =< (2.12)
we need to find the smallest positive 8 such that
Z ﬂ”") an| = Zﬂ)anlgl. (2.13)
o 1= = a1
This gives
—apy, —aky,
p<’ (neN\{1}). (2.14)

yn+/l — 2o
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Let us put

2h, — apy — ady

F(n) = Un+ Ay — 20,

(2.15)

(/1 >u, >0;ne N\{1}; 1<a<1(1+A2) <)t >1snondecreasmg)
2 J25) Un

We will show that F(n) is a nondecreasing function of n. Elementary calculations give

2(a - )2(An+1‘“n 7,“n+1/\n)

F(n+1)—F(n) = W1 (@) wn (@)

, (2.16)

which is observed to be positive, under the constraints stated with (2.15), where w,(«),
given by (2.5), is a nonvanishing sequence. Hence, we conclude from (2.14) that

Z)LQ — QUy — (Xlz
< === = 2.17
ﬁ_ [,12+/\2—2(X‘142 ( )
which proves that f(z) € E(¢,w; ) (B = (242 — apa — ady)/(pa + Ay — 2a042)). O

Setting 8 = 1/2 in (2.10) and choosing ¢(z) and y(z) appropriately (as mentioned in
(1.9)), we obtain the class K, involving the Ruschweyh derivative D* (see [5]) which is
defined by

z z 1
E((l — )2’ (1 _Z)AH;E)

D“lf(z)

(2.18)
1
= {f:fE&d; ‘2%(7le(2) ) >3 (zEOIL;A>—1)} = K.

Also, the class E(¢, y;3) includes among others the familiar subclasses of &4 which con-
sist of starlike functions ¥*(f8) of order f (0 < 5 < 1), and convex functions H(f3) of
order 8 (0 < 3 < 1). If we select the functions ¢(z) and y(z) according to (1.9), (1.10) in
Theorem 2.7, then we obtain the following results.

CoRroLLARY 2.8. If f(z) € A satisfies the coefficient inequality (2.7) for k = 1 and some «
(1 <a < (20+5)/2(A+2)), then f(z) € K.

CoroLLARY 2.9. If f(z) € oA satisfies the coefficient inequality (2.8) for k = 1 and some «
(1<a<4/3), then f(z) € F*(B) (B = (4—3a)/(3 - 2a)).

CoRrOLLARY 2.10. If f(z) € oA satisfies the coefficient inequality (2.9) for k = 1 and some «
(1<a=4/3), then f(z) € H(B) (= (4—-3a)/(3—20)).

Remark 2.11. Corollary 2.8 is a new result, and Corollaries 2.9 and 2.10 are the corrected
forms of the known assertions stated in [3, Theorem 2.5, page 3].
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3. Subordination theorem

Before stating and proving our subordination theorem, we define a class G (¢, y) as fol-
lows.

We denote G4(¢, ) to be a class of functions f € F,(¢,y) whose coefficients satisty
the condition (2.1). Evidently, we have

G ( (1 —Zz)“z’ (1 _ZZ)AH ) =A; (1),

z z %
G,x((l_—z)z,rZ) =M ((X), (31)

z+27? z -
sz<(l_z)3:(1_z)2> :N (“))

where A% (1), M*(«), and N*(a) are, respectively, the subclasses of A4(A), M(«), and
N(a) consisting of functions f(z) € A satisfying inequalities (2.7), (2.8), and (2.9), re-
spectively. Again, it is obvious that

AF(A) € Ag(M); M* () C M(ax)s N*(a) c N(a). (3.2)

TueoreM 3.1. Let [ € Go(¢,y), and let the sequences (An), {n), and (A,/uy) be nonde-
creasing; then

(/12 —k‘blz) + |/12+(k—206)[42|
2{(a =2+ —kpa) + | Aa + (k —2a)u2
An>un >0 a>1,05k<1;z€U)

B (f xg)(2z) < g(2) (33)

for every function g € K. In particular,

_ (206—2+A2 —kﬂz) + |Az+(k-20¢)[42~
R{f(2)} > (O — ko) + o+ (k= 200700 | (z€W). (3.4)

The constant factor

(A — ko) + | As + (k= 2a)u5 |
2{Qa—2+ A — k) + [ A+ (k—2a)us | |

(3.5)

in the subordination result (3.3) cannot be replaced by any larger one.

Proof. Let f(z) defined by (1.1) belong to the class G4(¢, ), and let g(z) defined by (1.4)
be any function in the class J{. It follows then that

(Ao —kpa) + [ Ao+ (k= 20)s |
2{Qa—2+d — ko) + [ A+ (k—2a)us | }

_ (A, *kﬂz) + |)t2+(k720£)‘u2| o }
) 2{(2a =2+ — k) + [ Ao + (k= 2a)u2 | } z+ Zanbnz .

(f x9)(2)
(3.6)

n=2
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By invoking Definition 1.1, the subordination (3.3) of our theorem will hold true if the
sequence

{ (A2 —kpa) + | Ao+ (k= 2a) 2 | }‘” (3.7)

2{Qa =2+ —kus) + | Ay + (k- 2ay2|}

is a subordinating factor sequence. By virtue of Lemma 1.2, this is equivalent to the in-
equality

Az—kyz +|A2+ k— 20()‘142|
(szz{ 2024 h ki) + ot (k— 200, ] % ) 70 EEM G

Let us put

o(n) = Ay —kpn) + | Au+ (k = 20)un | » (3.9)

o(n) :yn{<‘2—"—k)+ } (3.10)

It is observed that the sequence o(n) is a nondecreasing function of n under the con-
straints

and we write

A—”+(k—20¢)

n

A Zpn>0, 0>, 0=k <15 ne N\{1}). (3.11)
In particular (under the same condition)
(A = kia) + [Ag + (k= 2a)pi2 | < (A = k) + [ Ay + (k = 20)n | (3.12)
Therefore, for |z| = r (r < 1), we obtain

i /12—](‘1/!2 +|/12+(k 20()‘142| o
e 2(X 2+/12—k[42 +|/12+(k 2“[42”’ n

- Ay —kpa) + [ Ay + (k= 2a)ps |
‘?‘<1+ {(20c—2+/\2—ky2)+ Mo+ (k— 2002 ]}

)

z kyz + |A2+(k 20()‘blz| e
20( 2+/\2—ky2 +|/12+(k Z(X ‘blz|} "

n= 2

>1_ (A2 = ka) + | Ao + (k = 2a)pz | (3.13)

- {(20( 2+A2—k‘142 +|A2+ k — 20( [42|}
i (A = Keptn) + | Ay + (k= 20) |

206 2+/12—k;42 +|/\2+ k- 206[4 |

| an|r"
n:Z

(A2 = kpa) + | Ay + (k = 2a)p |
(o= 24X — ko) + | Mo+ (k=202 |}
B 2(x—1)

{Qa—2+4 —kw) + |+ (k= 2a)ua |}

>1-—

r>0.
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This evidently establishes the inequality (3.8), and consequently the subordination rela-
tion (3.3) of our Theorem 3.1 is proved. The assertion (3.4) follows readily from (3.3)
when the function g(z) is selected as

g(z) = 1= z+ i " e H. (3.14)

n=2

The sharpness of the multiplying factor in (3.3) can be established by considering a func-
tion h(z) defined by

2(a—1)
hiz) =z~ 2, 3.15
()= (A2 — kptz) + [ Ay + (k — 2002 | - (3.15)
which belongs to the class G (¢, ). Using (3.3), we infer that
(A2 —kpa) + [ A+ (k = 20)p2 | z
2{(206—2‘1'/\2—](‘[42)‘{'|/\2+(k—206)y2|} (Z)< 1-z (316)

It can easily be verified that

: (A2 — ka) + | Ao + (k — 2a)p2 | 1
%1 {%<2{2a—z+u T+ ot k—2am] 1A [T (3.17)

which completes the proof of Theorem 3.1. O

On choosing the arbitrary functions ¢(z) and ¥(z), in accordance with the subclasses
defined by (3.1), we arrive at the following results.

CoRroOLLARY 3.2. Let f(z) € AX(L); then for every function g in ¥,

AQ-k)+2—k)+ |M1+k—2a)+2+k—2a
2{d(1—k)+2a—k+ |AM1+k—2a)+2+k—2a|}

(a>L 0S5 kS A>-1;z€eW), (3.18)

(f x9)(2z) < g(2)

AM1—k)+2a—k+ |M1+k—2a)+2+k— 2«

RI@E > - Q0 sk s A +k—2m) s 2+ k—2a] ZEW

The following constant factor:

AM1—k)+ [A(1+k—2a)+2+k — 2]
201 —-k)+2a—k+ [M1+k—2a)+2+k—2a]|}

(3.19)

cannot be replaced by a larger one.
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CoRrOLLARY 3.3. Let f(z) € M*(a); then for every function g in K,

2-k)+124+k-2al
2{Q2a—k)+12+k - 2qaf

}(f * g)(2) < g(2),

(3.20)
QRa—k)+12+k -2«
R > v 2rk—2a FEW:
The following constant factor:
2-k)+12+k—2a
2{Qa—-k)+12+k—-2al} (3.21)
cannot be replaced by a larger one.
CoROLLARY 3.4. Let f(z) € N*(«); then for every function g in K,
Q2-k)+12+k—2«al
2{(cx+1—k)+|2+k—20¢|}(f*g)(2)<g(2)’ (3.22)
(a+1—k)+|2+k -2« ’
A& > o 2vk-2a1 €W
The following constant factor
Q2-k)+12+k -2« (3.23)

2{(a+1-k)+|2+k—2al}
cannot be replaced by a larger one.

Remark 3.5. Corollary 3.2 is a new result, and Corollaries 3.3 and 3.4 correspond to the
known results due to Srivastava and Attiya [6].
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