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We discuss the spectral properties of the operatorMC ∈�(X⊕Y) defined byMC :=(
A C
0 B

)
, where A ∈ �(X), B ∈ �(Y), C ∈ �(Y ,X), and X, Y are complex Banach

spaces. We prove that (SA∗ ∩SB)∪σ(MC)= σ(A)∪σ(B) for all C ∈�(Y ,X). This
allows us to give a partial positive answer to Question 3 of Du and Jin (1994) and
generalizations of some results of Houimdi and Zguitti (2000). Some applications
to the similarity problem are also given.
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1. Introduction. LetX and Y be complex Banach spaces and let �(X), �(Y),
and �(Y ,X) be the algebras of all continuous linear operators on X, Y , and

from Y to X, respectively. For T ∈ �(X), we denote by σ(T) its spectrum,

σp(T) its point spectrum, T∗ its adjoint operator, and RT its resolvent map.

Let x ∈X and λ0 ∈ C, we say that λ0 is in the local resolvent of T at x, denoted

by ρT (x), if the equation

(T −λ)f(λ)= x (1.1)

admits an analytic solution in a neighborhood of λ0. The set σT (x)= C\ρT (x)
is called the local spectrum of T at x.

If for every x ∈X any two solutions of (1.1) agree on their common domain,

T is said to have the single-valued extension property (SVEP). It is obvious that

T has the SVEP if and only if the zero function is the only analytic function

which satisfies (T −λ)f(λ)= 0.

For T ∈ �(X) and F a closed set of C, denote by the set XT(F) := {x ∈
X, σT (x)⊂ F} the analytic spectral space. The analytic residuum ST is the set

of λ0 ∈ C for which there exist a neighborhood Gλ0 and f :Gλ0 →X a nonzero

analytic function such that (T −λ)f(λ) = 0 for all λ ∈ Gλ0 . We say that the

operator T has the Dunford condition C (DCC) if XT(F) is closed whenever F
is closed. It is clear that T has the SVEP if and only if ST = ∅. The surjective

spectrum of T is given by σsu(T) := {λ∈ C/ T−λ is not surjective}. It is known

that σsu(T) = ∪x∈XσT (x) and that σ(T) = ST ∪σsu(T) (see [6, 7, 8]). In par-

ticular, if T has the SVEP, we obtain that σ(T) = σsu(T). A complete study of

basic notions of local spectral theory can be found in [1, 4].
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The operator MC ∈ �(X ⊕Y) is defined by MC :=
(
A C
0 B

)
, where A ∈ �(X),

B ∈ �(Y), C ∈ �(Y ,X), and X, Y are complex Banach spaces. In [2], a num-

ber of natural questions concerning the relation between the spectrums of

these operators have been considered. Our interest in this paper is to develop

some new conditions under which we have the equality σ(MC)= σ(A)∪σ(B).
Houimdi and Zguitti [3] give a positive answer to this question when the oper-

ator B has the SVEP.

Our main result gives a partial answer to [2, Question 3], and generalizes

results from [3]. At the end, we give a generalization of [3, Proposition 3.2]

related to the DCC for the operatorMC and some applications to the similarity

of orbits.

We collect in the following proposition some useful spectral properties of

the operator MC from [2, 3], that can be also obtained easily.

Proposition 1.1. If A∈�(X), B ∈�(Y), and C ∈�(Y ,X), then

(1) σp(A)⊂ σp(MC)⊂ σp(A)∪σp(B),
(2) σap(A)⊂ σap(MC)⊂ σap(A)∪σap(B),
(3) SA ⊂ SMC ⊂ SA∪SB ,

(4) σsu(B)⊂ σsu(MC)⊂ σsu(A)∪σsu(B),
(5) σap(A)∪σsu(B)⊂ σ(MC),
(6) σ(A)∪σ(B)= SA∗ ∪SB∪σ(MC).

2. Spectral theory of the operatorMC . We study in the sequel spectral the-

ory of MC , we refine the inclusions given in Proposition 1.1, and provide some

properties of local spectrum.

Using Leiterer’s theorem (see [6, Theorem 3.2.1, page 212] and [5]), we derive

the following proposition.

Proposition 2.1. If A, B, and C are given, then

SB ⊂ σsu(A)∪SMC . (2.1)

Proof. Let λ0 ∈ SB \σsu(A). There exist a neighborhood Vλ0 and a nonzero

analytic function g : Vλ0 → Y satisfying

(B−µ)g(µ)= 0, Vλ0∩σsu(A)=∅. (2.2)

By Leiterer’s theorem, there exists an analytic function f : Vλ0 →X satisfying

(A−µ)f(µ)=−Cg(µ) ∀µ ∈ Vλ0 . (2.3)

The nonzero analytic function f ⊕g : Vλ0 → X ⊕ Y defined by (f ⊕g)(µ) =
f(µ)⊕g(µ) satisfies

(
MC−µ

)(
f(µ)⊕g(µ))= 0 ∀µ ∈ Vλ0 , (2.4)

hence λ0 ∈ SMC .
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The following corollary is immediate from Proposition 2.1 and Proposition

1.1(4).

Corollary 2.2. For given operators A, B, and C ,

σ(B)⊂ σsu(A)∪σ
(
MC

)
. (2.5)

To establish our main theorem, we first claim the following proposition

related to the local spectrum of the operator MC , which generalizes [3, Propo-

sition 2.1].

Proposition 2.3. If A, B, and C are given,

SB∪σA(x)= SB∪σMC (x⊕0) ∀x ∈X. (2.6)

Proof. If λ0 ∉ (SB∪σMC (x⊕0)), then there exist a neighborhood Vλ0 and

a nonzero analytic function h : Vλ0 →X⊕Y satisfying

(
MC−µ

)
h(µ)= x⊕0 ∀µ ∈ Vλ0 . (2.7)

Let h= h1⊕h2 with h1 : Vλ0 →X and h2 : Vλ0 → Y analytic functions. We obtain

(A−µ)h1(µ)+Ch2(µ)= x, (B−µ)h2(µ)= 0. (2.8)

As λ0 ∉ SB , we conclude that h2 = 0 on Vλ0 . Hence

(A−µ)h1(µ)= x ∀µ ∈ Vλ0 , (2.9)

thus λ0 ∉ σA(x). The reverse inclusion is clear.

The following result generalizes [3, Corollary 2.2].

Corollary 2.4. For given operators A, B, and C ,

SB∪σsu
(
MC

)= σsu(A)∪σ(B). (2.10)

Proof. By Proposition 2.1, we have σsu(MC)⊂ σsu(A)∪σsu(B). Hence

SB∪σsu
(
MC

)⊂ σsu(A)∪σ(B). (2.11)

For the converse, we obtain by Proposition 2.3 that

SB∪σA(x)= SB∪σMC (x⊕0) ∀x ∈X, (2.12)

hence

SB∪σsu(A)⊂ SB∪σsu
(
MC

)
. (2.13)
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Since σsu(B)⊂ σsu(MC), we check that

σsu(A)∪σ(B)⊂ SB∪σsu
(
MC

)
. (2.14)

We are now in a position to derive a generalization of [3, Theorem 2.1].

Theorem 2.5. For given operators A, B, and C ,

(
SA∗ ∩SB

)∪σ(MC
)= σ(A)∪σ(B). (2.15)

Proof. In the first step, we prove that

SB∪σ
(
MC

)= σ(A)∪σ(B). (2.16)

By Corollary 2.4 and Proposition 1.1(3), we obtain that

σ(A)∪σ(B)⊂ SB∪σ
(
MC

)
. (2.17)

The converse is clear since the inclusion σ(MC)⊂ σ(A)∪σ(B) is always true.

In the second step, remark that

MC
∗ :=

(
A∗ 0

C∗ B∗

)
. (2.18)

Thus, in the same way, we obtain that

SA∗ ∪σ
(
MC

)= σ(A)∪σ(B). (2.19)

Hence the theorem is proved.

We give in what follows a new condition under which we have the desired

equality.

Corollary 2.6. For given operators A, B, and C , if SA∗ ∩ SB = ∅, then

σ(MC)= σ(A)∪σ(B).

3. Applications. In this section, we give some necessary conditions such

that MC has the SVEP and provide some results on similarity orbits and the

range of generalized derivation using Theorem 2.5. The following result gives

a partial characterization of the property of the single extension property of

the operator MC and discusses the converse of [3, Proposition 3.1].

Proposition 3.1. For given operators A, B, and C such that the surjective

spectrum of the operator A has an empty interior,

SMC =∅⇐⇒ SA = SB =∅. (3.1)

In particular MC has SVEP if and only if A and B have the SVEP.
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Proof. If A and B have the SVEP, so is the case of MC . (See Proposition

2.1(3).) On the other hand, the relations

SB ⊂ σsu(A)∪SMC , SA ⊂ SMC ⊂ SA∪SB (3.2)

imply that SA = SB =∅. The proof is complete.

The next proposition provides a generalization of [3, Proposition 3.2].

Proposition 3.2. If A and B are given and F is a closed set such that SB ⊂ F ,

then the following assertion holds true: if there exists C ∈�(Y ,X) such that the

analytic subspace (X⊕Y)MC (F) is closed, then XA(F) is also closed.

Proof. Let (xn) be a sequence of elements of XA(F) which converges to

x ∈X. By Proposition 2.3, we have

SB∪σA
(
xn
)= SB∪σMC (xn⊕0

) ∀x ∈X. (3.3)

We deduce thatσMC (xn⊕0)⊂ F∪SB . Thus,σMC (xn⊕0)⊂ F . Since (X⊕Y)MC (F)
is closed, we have σMC (x⊕0)⊂ F . Then

σA(x)⊂ SB∪σA(x)= SB∪σMC (x⊕0). (3.4)

We derive that σA(x) ⊂ F ∪ SB ⊂ F , then x ∈ XA(F), hence XA(F) is closed.

Our second application is related to the similarity problem. Let A, B, andMC

be as above and consider δA,B the derivation operator defined by δA,B(X) =
AX−XB for X ∈�(X). Let Im(δA,B) be its range and denote by H1, H2, and H3

the following classes of operators:

H1 := {C ∈�(Y ,X) such that C ∈ Im
(
δA,B

)}
,

H2 := {C ∈�(Y ,X) such that MC is similar to MO
}
,

H3 := {C ∈�(Y ,X) such that σ
(
MC

)= σ(MO
)}
.

(3.5)

It is obvious that

H1 ⊂H2 ⊂H3. (3.6)

The above inclusions received a lot of interest (see [9, 10]). In general, any of

these inclusions can be strict. We construct some classes of operators such

that H1 �=H2 and H2 �=H3.

Remark first by Corollary 2.6 that if SA∗ ∩SB = ∅, then H3 = �(Y ,X). Sup-

pose in the sequel that X = Y and let S be the unilateral shift. We consider,

respectively, the operators A :=
(
S 0
0 0

)
and MC :=

(
A C
0 A

)
.

By [9, Theorem 6], if MC and MO are similar, then C is a commutator, that

is, C �= λI+K for any λ ∈ C and K a compact operator. Hence, choosing A so
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that SA∗ ∩SA =∅ and considering C = λI+K for some λ∈ C and K a compact

operator, we get MC ∈H3\H2. Moreover, for C =
(

0 I
0 0

)
, we conclude by [9] that

MC ∈H2\H1. Consequently, the inclusions in (3.6) are all strict forMC =
(
A C
0 A

)
with A=

(
S 0
0 0

)
, C =

(
0 I
0 0

)
, and S is the unilateral shift.
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[1] I. Colojoară and C. Foiaş, Theory of Generalized Spectral Operators, Gordon and
Breach Science Publishers, New York, 1968.

[2] H. K. Du and P. Jin, Perturbation of spectrums of 2×2 operator matrices, Proc.
Amer. Math. Soc. 121 (1994), no. 3, 761–766.

[3] M. Houimdi and H. Zguitti, Propriétés spectrales locales d’une matrice carrée des
opérateurs, Acta Math. Vietnam. 25 (2000), no. 2, 137–144 (French).

[4] R. Lange and S. W. Wang, New Approaches in Spectral Decomposition, Contempo-
rary Mathematics, vol. 128, American Mathematical Society, Rhode Island,
1992.

[5] K. B. Laursen and M. M. Neumann, On analytic solutions of the equation (T −
λ)f(λ)= x, LEU Seminar Notes in Funct. Anal. PDEs, Louisiana State Uni-
versity, Louisiana, 1994, pp. 256–265.

[6] , An Introduction to Local Spectral Theory, London Mathematical Society
Monographs. New Series, vol. 20, The Clarendon Press, Oxford University
Press, New York, 2000.

[7] K. B. Laursen and P. Vrbová, Some remarks on the surjectivity spectrum of linear
operators, Czechoslovak Math. J. 39(114) (1989), no. 4, 730–739.

[8] M. M. Neumann, On local spectral properties of operators on Banach spaces, Rend.
Circ. Mat. Palermo (2) Suppl. (1998), no. 56, 15–25.

[9] A. Schweinsberg, The operator equationAX−XB = C with normalA and B, Pacific
J. Math. 102 (1982), no. 2, 447–453.

[10] , Similarity orbits and the range of the generalized derivation X → MX−
XN, Trans. Amer. Math. Soc. 324 (1991), no. 1, 201–211.

H. Elbjaoui: Département de Mathématiques et Informatique, Faculté des Sciences de
Rabat, Université Mohamed V, BP 1014, Rabat, Morocco

E-mail address: hicham.elbjaoui@caramail.com

E. H. Zerouali: Département de Mathématiques et Informatique, Faculté des Sciences
de Rabat, Université Mohamed V, BP 1014, Rabat, Morocco

E-mail address: zerouali@fsr.ac.ma

mailto:hicham.elbjaoui@caramail.com
mailto:zerouali@fsr.ac.ma


Boundary Value Problems

Special Issue on

Singular Boundary Value Problems for Ordinary
Differential Equations

Call for Papers

The purpose of this special issue is to study singular
boundary value problems arising in differential equations
and dynamical systems. Survey articles dealing with interac-
tions between different fields, applications, and approaches
of boundary value problems and singular problems are
welcome.

This Special Issue will focus on any type of singularities
that appear in the study of boundary value problems. It
includes:

• Theory and methods
• Mathematical Models
• Engineering applications
• Biological applications
• Medical Applications
• Finance applications
• Numerical and simulation applications

Before submission authors should carefully read over
the journal’s Author Guidelines, which are located at
http://www.hindawi.com/journals/bvp/guidelines.html. Au-
thors should follow the Boundary Value Problems manu-
script format described at the journal site http://www
.hindawi.com/journals/bvp/. Articles published in this Spe-
cial Issue shall be subject to a reduced Article Proc-
essing Charge of C200 per article. Prospective authors
should submit an electronic copy of their complete
manuscript through the journal Manuscript Tracking Sys-
tem at http://mts.hindawi.com/ according to the following
timetable:

Manuscript Due May 1, 2009

First Round of Reviews August 1, 2009

Publication Date November 1, 2009

Lead Guest Editor

Juan J. Nieto, Departamento de Análisis Matemático,
Facultad de Matemáticas, Universidad de Santiago de

Compostela, Santiago de Compostela 15782, Spain;
juanjose.nieto.roig@usc.es

Guest Editor

Donal O’Regan, Department of Mathematics, National
University of Ireland, Galway, Ireland;
donal.oregan@nuigalway.ie

Hindawi Publishing Corporation
http://www.hindawi.com

http://www.hindawi.com/journals/bvp/guidelines.html
http://www.hindawi.com/journals/bvp/
http://www.hindawi.com/journals/bvp/
http://mts.hindawi.com/
mailto:juanjose.nieto.roig@usc.es
mailto:donal.oregan@nuigalway.ie

	1Call for Papers4pt
	Lead Guest Editor
	Guest Editor

