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ABSTRACT. In this paper we consider (1) the weights of integration for which the reproducing
kernel of the Bergman type can be defined, i.e., the admissible weights, and (2) the kernels defined
by such weights. It is verified that the weighted Bergman kernel has the analogous properties as
the classical one. We prove several sufficient conditions and necessary and sufficient conditions for
a weight to be an admissible weight. We give also an example of a weight which is not of this
class. As a positive example we consider the weight u(z) = (Im z)? defined on the unit disk in C.
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1. INTRODUCTION.

In this paper we are concerned with the weights of integration, the so called admissible weights
or a-weights for short for which the Bergman reproducing kernel can be defined. Recently
reproducing kernels of Bergman type depending on weights of integration have been used to define
the quantization of classical states in holomorphic models of quantum field theory (Odzijewicz [1]).
Earlier they have appeared in studies of wave and Dirac equations (Jakobsen and Vergne [2]).
Functions of this type have been also considered in consequence of many mathematical problems
(Burbea and Masani [3] and Mazur [4]). In (Winiarski [5]) the concept of the a-weight was
introduced. The main purpose of the presented study is to give a more detailed characterization of
a-weights.

In Section 2 we introduce the new definition of the a-weight. We introduce also the Bergman
function defined by such a weight, Definition 2.1 and 2.2. Next we show several basic properties of
the Bergman function, Theorem 2.1 and Proposition 2.1. Theorem 2.2 contains some necessary and
sufficient conditions for a weight to be an a-weight. Point (iv) of this theorem shows that
Definition 2.1 is equivalent to the definition of the a-weight given in [5]. Other more effective
sufficient conditions are given in Section 3, Theorem 3.1, and Corollary 3.1 and 3.2. In Section 4
we present the example of a weight which is not an a-weight.

If p is a weight, i.e., a real-valued, almost everywhere positive Lebesque measurable function

on an open set D C C", then define a set Z, as follows: z € Z,, iff for any neighborhood U of 2
ezSSel(l}f u(z)=0.
All Bergman functions considered to this time have been defined by weights for which Z, =§ or

the closure of Z, is a compact subset of D. In Section 5 we deal with the weight y(2) = (Im z)% on

the unit disc D in C. In this case Z, = {2 € D:Imz =0} is a continuum which “comes to the
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boundary” of D. By Corollary 3.2, u is an a-weight. We find a complete orthonormal system in
the space LZH(D, ) of all holomorphic p-square integrable functions on D. It makes possible the
uniform approximation of the Bergman kernel K, by polynomials on any compact subset of D x D,
see Theorem 2.1, (i).

Without any other explanations we use the following symbols: N - the set of natural numbers;
Z - the set of integers; Z*: =NU {0}; R - the set of reals, C the complex plane.

2. ADMISSIBLE WEIGHTS AND REPRODUCING KERNELS.

Let D be an open nonempty set in C" and let W(D) be the set of weights on D, i.e., W(D) is
the set of all Lebesque measurable real-valued positive functions on D under the convention that we
consider two weights as equivalent if they are equal almost everywhere with respect to the
Lebesque measure on D. If 4 € W(D), we denote by L%(D, ) the space of all Lebesque measurable
complex-valued p-square integrable functions on D.

The space L2(D, p) is a separable complex Hilbert space with respect to the norm || - || u given
by the scalar product

<fle>ui= [ FAoDu) @™, f.9€ L(D,p)
D

The map L%D,p)> f — (A -fe€ L%(D) is an isometry on L%(D,u) onto the space L%(D) of all
complex-valued functions on D which are square integrable with respect to the Lebesque measure.
Let L2H(D,p) be the set of all holomorphic functions from L%(D,u). Then LZH(D,p) is a linear
subspace of L%(D,u) perhaps equal to {0} called the y-Bergman space over D (see [1]). For any
z € D we define the evaluation functional E, on LZH(D, u) by the formula

E.f:=f(z), fe€L®H(D,p). (21)

DEFINITION 2.1. A weight 4 € W(D) is called an admissible weight, an a-weight for short, if
L2H(D, p#) is a closed subspace of L2(D,p) and for any z € D the evaluation functional E, is
continuous on L2ZH(D, ). The set of all a-weights on D will be denoted by AW/(D).

It is well known that the characteristic function of the set D satisfies conditions of the above
definition (Krantz [6] and Maurin [7]).

If p € AW(D) then by the Riesz representation theorem, for any z € D there exists a unique
function e, , € L2H(D, p) such that for each f € L2H(D, )

Bof = <eoul > = [0 ) f(0) u(w) (dw)™ (22)
D

DEFINITION 2.2. The function K,:Dx D — C given by the formula
Ky(z,w):=¢; 4(w), zweD,

is called the y-Bergman function of the set D (see [3]). Since the formula (2.2) can be written in

the form

£2) = [2u(2,0) f(w) o) (duo) (23)
D

the function K, is also called the y-Bergman reproducing kernel of D.
Similarly as in the classical case we can show the following properties of K, (see [3] and [6]).
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THEOREM 2.1. Let p € AW(D) and let K, be the y-Bergman function. Then
(i) for any complete orthonormal system {¢,} in L2H(D, ) and any (z,w) € Dx D

K,(z,w) = %‘ﬁk(z) ¢p(w) ; (24)

(ii) for any (2, w) € Dx D
K (w,2) = K, (2, w); (2.5)

(iii) the function K (2,w) is antiholomorphic in w and holomorphic in z;

(iv) K, is analytic in the real sense;

(v) if P, is the orthogonal projector on L%(D,p) upon L2H(D,p) then for every f € L2(D, u) and
each z€ D

Pufi2) = [ Ky (2 w) flw) (w) (dw)?"
D

i.e., K, is the integral kernel of the operator P,
PROOF. Let {#,} be a complete orthonormal system in L2H(D, 1) and let for each z € D

K#(z, )= Cru= %ak(z)‘bk 2.7

where {a;(z)} is the sequence of complex numbers. If {¢;} is an infinite sequence, the series on the
right hand side of (2.7) converges in L2H(D, p1). Since the evaluation functionals are all continuous
we obtain that for every w € D

K y(zw) = % ag(z) ép(w). (28)
On the other hand for any k¥ we have
¢k(Z) = <€z’l‘ I ¢k>/-‘ = ? aj(z) <¢] l ¢k>l‘ = ak(Z), (2.9)
see (2.2). Applying it to (2.8) we get (2.4). The point (ii) is an immediate consequence of (i).
By its very definition K, (z,w) is holomorphic in w. Hence K,(z,w) is antiholomorphic in w

and, by (ii), it is holomorphic in z.

In order to prove (iv) let us consider the function
Dx D> (z,w) - KYz,w) : = K ,(2,m) € C,

where D= {weC":we D}. From (iii) it follows that K?J is holomorphic in each variable
separately. Then by the Hartogs theorem on separate analyticity, it is holomorphic on D x Do (see

(6))-
For the proof of (v) let f € L%(D, ) and let z € D. We have by (i)

[ K ulevw) flw) sw) (dw) = <ey, ] £ >,
D
=< Zk: S(2) b | f>p= % ¢(2) <o | >,

= [Zkl < | f>udil(2) = [Pufl(2),

where {¢,} is an arbitrary complete orthonormal system in L2H(D,u). This completes the proof of

our theorem.
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PROPOSITION 2.1. Under the assumptions of Theorem 2.1. let {¢,,} be an orthonormal
complete system in LZH(D, p). If {$p} is an infinite sequence then the series % Sm(2) brml(w)
converges to K ,(z,w) uniformly on any compact set M C Dx D. m=1

PROOF. We can assume that M = X x X, where X is an arbitrary compact subset of D, i.e.,
for any compact set M C D x D there exists a compact set X C D such that M C X xX. From

Theorem 2.1, (i) it follows that for any z € D
x
b2 [$m(2) 1% = K pu(2,2) < o0
m=

ie., (dmlz)) €12, Let Tp(2): =m2 1$m(2)|%z€D.

We have that (T',,) is a decreasing sequence of continuous functions on D, which converges to f =0.

By the Dini theorem (Maurin [8]), Chapter V, Section 4) we obtain that (T,) converges uniformly

on any compact set X C D. The uniform convergence of %O: . Sm(2) $pa(w) on X x X follows now
m=

from the Schwarz inequality
00 2
3 l¢m(z)¢m(w) STn(z)Ta(w), (2w)€ XxX.
m=

Now we shall give the necessary and sufficient conditions for a weight u € W(D) to be an a-
weight.
THEOREM 2.2. Let u € W(D). The following are equivalent:
(i) p is an admissible weight;
(ii) for any compact set X C D there exists a constant Cx > 0 such that for any z € X and each
feL?H(D,p)

E:f1 SCxll fll s (2.10)

(iii) for any z € D there exists a compact set Y C D which contains z and has the following
property: for each 2’ € Y there exists a neighbourhood V s of 2’ in D and a constant Cr >0
such that for any w € V » and any f € L2H(D, )

| Ewf| SCyll fll . (211)

3Y denotes the topological boundary of Y.
(iv) for any z € D there exists a neighborhood V', of z in D and a constant C, > 0 such that for any
w €V, and each f € L2H(D, )

[Ewf| <Collfllu- (212)

PROOF. (i) = (ii). Notice that, by Theorem 2.1, (i) and by the Riesz representation

theorem, for any z € D

BN w= N Kz ) lu=(5 16m@ D2 = Ku(z' 2 (213)

Then, if X is a compact subset of D, we have that for any z € X

Il E. IIpSCx: = sup K”(w,w)ln.
w€X

(i) = (iii). Let 2 € D and let r > 0 be such that B(z,3r) C D. Set Y: = B(z,r) and X: = B(z,2r).
If Cx >0 is such a constant that (2.10) holds then for any 2’ € 8Y we can take V 1: = B(z',r) and
CZ' = Cx.
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(iii) = (iv). Let z € D and let Y be chosen as in the statement (iii) above. If z € Y then the
existence of the neighborhood V, and the constant C, follows immediately form (iii). Suppose now
that 2 €intY. Choose for each z' € Y a neighborhood Vs and a constant C,s such as in (iii).
Since 9Y is compact we can find a finite number of points zy,2,,...,2; € Y such that

k
ovyc U v,.

1=1 1

Then for any 2’ € dY and any f € LZH(D, )

[fE) = Exf] SCANfllu

where C,: = max {C 2Czp--C ,k}. Using now the maximum principle for holomorphic functions
we obtain that (2.12) holds for each w € V,: =int Y.

(iv) = (i). The continuity of evaluation functionals follows immediately from (2.12). Moreover, if
{fm} is a sequence of elements of L2H(D, ) which converges in L%(D, p) to a function f € L2(D,p)
then, by (iv), this sequence converges locally uniformly on D. Hence, by the Weierstrass theorem
on the limit of a uniformly convergent sequence of holomorphic functions, the function f is
holomorphic, i.e., f € LZH(D, ). This implies that LZH(D, ) is a closed subspace of L%(D, ).

REMARK. The notion of a p-Bergman function is not necessary for the proof of the
implication (i) = (ii) in the above theorem. Ome can prove this implication directly from
Definition 2.1 using the Banach-Steinhaus theorem on sequences of linear continuous operators
(Rudin [9] 5.8).

3. SUFFICIENT CONDITIONS FOR A WEIGHT TO BE AN ADMISSIBLE WEIGHT.

A verification of conditions (ii), (iii) or (iv) from Theorem 2.2 usually needs additional
considerations and it is sometimes a sufficiently difficult task. In this section we give more effective
sufficient conditions for a weight to be an admissible weight.

THEOREM 3.1. Assume that g € W(D), U is an open subset of D and there exists a number
a > 0 such that the function p~% is integrable on U with respect to the Lebesque measure. Then for
any z € U there exists a neighborhood V, of z in D and a constant C, > 0 such that for each we V,
and each f € L2H(D, )

[Ewf| SC N flly

PROOF. If %€ C®, R >0, define the open ball B(z®,R): ={zr€C": |z—2| < R}. Let
2€U and let a number r >0 be such that B(z,2r)CU. Put V,:=B(z,r), p: =(1+a)/a and
g:=1+a. We have that, for every w € V,, B(w,r) CU. (The symbol X denotes the closure of
the set X.) If f € L2H(D,p) then | f| 2/p is a subharmonic function (see [6]), Corollary 2.1.15 or
(Hervé [10] 1.2.2) and therefore

S

[ 1@ P, wev,

(w,7)

[f(w)|? < —‘W’T’)

which is the mean value property, (see [6] Theorem 2.14). Since p,¢>1 and 1/p+1/q =1 we have
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by the Hélder inequality

2 2 1 _1
vol B(w,r) | fw) P < [ | £(2)|P w(@)P uia) P (da)®"
B(w,r)
<

1
< 1P ( [uereaae)t, wev.
U

@ P ([ e P

B(w,r) B(w,r)

Then

p _P
)] < [wte) (e wol B ) 2011

U

and we can take

1 l+a
C,:= ( J pw(x)™® (d:l:)2")?_¢l (vol B(w, r))—T.
U
COROLLARY 3.1. Let u € W(D). Assume that for each z € D there exists a compact set
Y C D which contains z and has the following property: for any w € Y there exists a neighborhood
Uy of win D and a number a,, > 0 such that the function 4~ ®* is integrable on Uy, with respect to
the Lebesque measure. Then u € AW(D). If in particular, the function 7@ is locally integrable
on D for some a >0 then u € AW(D).
PROOF. See Theorems 2.2 and 3.1.
COROLLARY 3.2. Let p€ W(D). If for any z € D there exist a neighborhood U of z in D, a
constant a > 0 and a function f € C1(U, R) such that:
(i) 0 is a regular value of f;
(ii) for almost all w € U
uw) > | )|,

then p € AW(D).

PROOF. Let z€ D and let U, a and f be associated with 2z as in the assumptions of the
Corollary. If f(z)# 0 then there exists a bounded neighborhood U’ of z in D and a constant b >0
such that for any w € U’

| f(w)[*>b.

Hence p(w)~! < | f(w)| ~® < b7}, i.e., u~! is an integrable function on U’.

Suppose now that f(z) =0. The function f is regular in z which implies that there exists r > 0
and a bounded diffeomorphism F:B(0,r)—U such that F(0)=z and for each
w = (wy,..,wy) € B(O,r)

(f o F)w) = Im .

-1 _1
Since |Imw,| 2 is an integrable function on B(0,r) we obtain that |f| 2 is integrable on
U': = F(B(0,r)). Hence

_1 1
p2<|f| 2
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is an integrable function on U’. The theorem follows now from Corollary 3.1.
EXAMPLE 3.1. Let D be the unit disk in C. Let for any z € D

filz): = [Imz|? te€(0,+00)
1
g(2): = |Imz|l—'z';

h(z):{e'

Then the functions g, h and f;, t € (0,+00) are a-weights on D.
4. A WEIGHT WHICH IS NOT AN ADMISSIBLE WEIGHT.

In the sequel we shall use the following theorem.

THEOREM 4.1. (Runge). Let X be a compact subset of C whose complement is connected.
Let f: X — C be continuous on X and holomorphic on the interior of X. Then f is the uniform
limit on X of holomorphic polynomials. (See [9], 13.9). Now we are in position to give the
example of the weight which is not an a-weight. Let D: = {z€ C:|z| <1} be the unit disk in C.
Let n € N. Define

[T

z| ”

for 2 #0
0 for =0

Ap:=B(0,27")U{z€ D:Rez> 0, |Imz| <277},
My: =(D—A,,)UZ"+1

where D and Zn 4+1 denotes the closure in C of D and A4, , respectively. Let f,:M,—C be

given the formula

1 —
l+ﬂ fOI'ZEAn+l
f"(z):={

0 for z € D — A,

Since the set C — M, is connected we obtain by the Runge theorem that there exists a holomorphic

polynomials g, such that for any 2 € M,;
| fn(2) = gn(2)| <1/n.
We have that | gn(2)| <1/n for z€ D—A, and 1< |gn(2)| <1+2/n for ze71,,+,. Let
hu(2): = Z.l(_05 gn(2), z€D.
Since |gn(0)| >1 we have that |hn(z)| <1/n for z€ D— A, and [hy(z)| <1+2/n for

z€ 1_1"+ 1N D. Moreover, hp(0) = 1.
Now define a weight u € W(D) as follows:

1 for z€ D— A,
wz):=4¢ 0 for 2€[0,1)CR
'{neirh{l,l/|h,,(z)|2} forz€ Ag—A, 41

We have that for any z€ D, p(z)<1. It is clear that h, € L2H(D,pu) for n €N and Eghp, =1.
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Notice that for each z € D
| halz) | 24(z) <9 and lim | ha(2)|24(z) = 0.
Then by the Lebesque theorem on majorized convergence
Jlimg hall3 = lim, l | halz) |2 (z) (d2)" = 0,
whereas nliLnoo Eyhy, =1. This implies that the evaluation functional Ej is not continuous on
L2H(D, ) and therefore 4 is not an admissible weight on D.
5. THE WEIGHT u(z) = (Im z)2 ON THE UNIT DISC IN C.
We are going to find a complete orthonormal system in L’H (D,p). Let for any n€ Z*

gn(2):=2", z€D.

If r > 0define Dr:={2€C:|z| <r}. Since

(Im2)? = §] 2|2 -}(:2+2?)

one can easy verify that

2m +4
r -
—————2(m 79 for k =m,
2 2
_mpmt? fork=m-2,
- 2 4(m+1)
[ 92 gi(2)uz)d% : = | (5.1)
Dr _x?m+8 fork=m+2
4(m+3) ’
0 in the other cases.
Setting r = 1 we obtain
{ x _
m +2) for k=m,
- fork=m-2
4(m+1 ?
<gm|g>u:= ( . ) (5.2)
— m fork=m+ 2,
0 in the other cases.

Notice that for any k,l € Z+

<99k 1994+1>u=0.

This implies that there exists such an orthogonal system (fy,)2°_ g in L2H(D, i) that for any j € Zt

f -ESpan{g y 9953 9 '}a
2j 00 921 92; (53)

f2j+ 1 € Span {g;,93, ~ 925 4 1t
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(In particular the sequence obtained from (g,) by the Schmidts orthonormalization procedure has
the above property.) Let (f,) be such a system. We have

j
F2i =2, %2j2k 92
N i jeZ* (5.4)
f2j+1=k‘§30 89j+1, 2k + 192 + v
and
<fnl9m>;4=0 (58)

for each 0 <m < n, n €N. By (5.2), (5.4) and (5.5) we get

- L - __x T __ =
0= < g’"',,go mpIpZu= T gm +1) ‘mm-2 o0 £3) mm T Iim £3) Inm+2

for 0 <m < n. Then we have the following recurrent formulas

— -8 :
85,2 =309j 009 41,3 =309 41,1 JE€Z*
(56)

2rn+3 m+3

Gam+2= 2y Onm T T form>2, neZt

Am-2

where ay;  and ay j+1,1 are arbitrary complex numbers. Notice that, by (5.4), ap y =0 for n—m
to be an odd number. By (5.6) it is clear that a, j,2k is a linear function of the variable a3;,00
whereas 41,2k +1 is a linear function of 89j +1,1 for k < j.

From now on we fix (f,) taking

a0 =025 41,1 =1

for each j € Z*. If i,j,k € Z+ and k < min {i, J} then

G9j,9k = 89,95 a0d Gg; L | 9p 41 =89 11 2k 41
Therefore we shall write a;, instead of a, , for each n,k € Zt, k<n. We have

J
fo;= ¥ agg
2j ko2k2lc

; = (5.7)
f2j+l=k§0“2k+192k+lv JETY,
where
a0=1,a1=1, a2=3, a3=%,
3 3
am+2=2:::—12am—z—j_lam_2 for m > 2. (5.8)

It is obvious that all a; are real numbers.
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Let us calculate the norm || f|| ,. By (5.2) and (5.8) we get
Ifol2 =5, 1f,13=2
”fm"% =<fm|fm_2+amgm>p=am<fm|gm>l‘:

= “"'< “Im) m-2t am 1) “"')

- s
T 4m+3) Cmby 49 for m > 2.

(5.9)

Since fp, # 0 we obtain that a,, # 0 for each m € Z+. Now define a sequence (¢,,) of elements of

L2H(D, 1) by the formula:

1 m+3 %
fm: = "fm”pfm:z( amam+2) fom:

We are going to show that the orthonormal system (¢y,) is complete in L2H(D, u).
LEMMA 5.1. I (a,,) is a sequence defined by (5.8) then for any m € N

(l +ﬁ)am <@p49< (1 +#;)am.

PROOF. By a direct calculation we can verify (5.11) for m =1 and m =2.
that it is true for each m <n —1, where n € Nand n > 1. In particular

(1+%)an—2<an=a("_2)+2 <(1 +n_if)an—2‘

Then
an_2<#§an
and
o o=2t6,  n+3 (46 __n ), _ n’+6n+6
n4+27 32 P adI -2 \n+2 n+1) m+Dn+2) "
Since
n+4+6n+6 >n.+5
(n+1)(n+2) " n+2
we get

5
an+2>z—j_2an=(l+%§)an

From (5.12) it follows that

an_2>'m+ an.

Hence
2n+6 n+3
Y+2= P 2 1% -2

< m+6_n+3n-—-2), _ n2+7n+12a
n+t2 n+ln+2/ " m+D)n+2) ™

(5.10)

(5.11)

Suppose now

(5.12)



REPRODUCING KERNEL OF BERGMAN TYPE 11

Since
n+d4 _ n?4+Tn412 _ 2n+8
n n+1)(n+2) n(n+l)(n+2)
we obtain
,,+2< + a,,-(l+ﬁ)a,,

Finally we can state that (5.11) is true for m = n and by the induction principle it is true for any
meN. . ]
COROLLARY 5.1. The series §:° ag;j 227 and %:o a9 41 A1+l converge on D.
n=0 ji=0

%25 +3 _
j—>00%2ji+1

. %542
PROOF. By (5.11) we getjlimoo oy =
Hence, by d’Alembert’s test, the series
% ay; w’ and § G941 w! converge for |w| <1.
i=0 ji=0

) ; x ;
Taking w =22 we obtain that the series E ay; 22 andjgo ;41 221 =z-j§0 a4 41 P

converge on D.
LEMMA 5.2. Let (a,) be a sequence defined by the formula (5.8). Then for any j €N

NCED L LES) (5.13)

PROOF. Using j times the inequality (5.11) we have

j j 3

j j
Agji= 11 0+, Agjy =11 A4y
It is clear that A, > Ay i+l Hence

2442432422 +1
A3i> Agj Agj 1 =3 T o T2 —2

_(@2i+49(25+3)(25+2)
= 132

wico
Wi~
wio
e

which implies (5.13). We have also

57t1 3,_5 4 3 5
Ag; 42 —ﬁkﬂ M+sp =3 00 (+gig) <3441

Then

5 42 2]+52]+42]+32]+2 8765
34%+1 > A9 0 441 =353329571 27 25—1 5432

_(245)(2+4) (25 +3)
= .32

which implies (5.14).
THEOREM 5.1. The system (¢,,) given by the formula (5.10) is complete in LZH(D, p).
PROOF. Let f(2)= §;° bkz" be an element of L2H(D,u) which is orthogonal to any ¢m,
k=0
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meZt. Since for each m € Z+gm € Span {¢; #9,..} we have < f| gy, >, =0. On the other hand,
for any 0 < r < 1 the series 2 bkz converges to f(z) uniformly on the disk Dr.

Therefore, by (5.1)

_ 0 4 6
| 9@ fu@ = b [ Hue)d= =T b -Fg by

Dr Dr
Similarly 6 8
I gl(z) f(Z);t(z)dZZ = "'T" bl _%_ 53
Dr
" my?m +2 arim+4 2m + 6
2 m+ m + arim+
J Im(2) f(2) p(z)d"z = 4(m+ 1) b2+ 5 2(m+2 ~4m T3y for m > 1.
r

If r -1 we obtain equations which are identical with the equations (5.6) in which a, p, are
exchanged for b,,, m € Z*. This implies that for any j € Z%

i= 92500 and byjyy=agj by, byby €C

where (a,,) is the sequence defined by (5. 8)
Let Fy(z) = 2 ay; 22 and Fi(2)= 2 ay; +1221+1 z€D. From Corollary 5.1 it follows

that F| and F, a.re well defined holomorph.lc functions on D. We have f =byFy+b;F,. Since
by (5.1)

[ PG Fi@uad%= £ ooy sy | 9@ 4 1(()d% =0
Dr k=0 Dr
we obtain that
[ 1512 a2 = 151? [ |Fo(2) 1 2u(z)d%+ 112 | | Fy(a) | 2(z) a2z,
Dr Dr Dr
Hence
1702 = Jim [ 151 2pa2e = limy [I%I""J | Fo(e) | 2u(2)d + 112 |F1(z)|2#(z)«12z]
Dr Dr Dr

Notice that

[LE, 1P = 8 apoom| 90l gam(z) )i

Dr m= Dr

n 4m+4 o2 n 4m+2 n—1 4m+6
02(2m+2) %2m = 14_(2m_—+ 1) %2m -2 %m 2 Om%m m + 2
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After further calculations we get

2,2

& % 2 2, _mrint40on dgnyg T(1—-17)" n=l gp g 99k G2k +2
DI PR L S TS A S 2%k+3 -
T

Using Lemma 5.1 and 5.2 we see that

anta®2mIm42_

S |
lim ir 13

n—oo

and

2 2, _m(1—r?)? Ak +4 92k %2k 42
]:I | Fo(2) | “u(2)d"z = 1 kgo 9k +3
T

1-r? = 444 2k+5
> L, e ey

51rr4(1 —r2)? Rt 2 o (2k+5)2k+3)(k+2)(k+1) k44
2 T %, 12(k + 1)(2k +3)

\g!

W(l ) 2 (2k+5)(k+2) 4k + 4

2k+5 _ 5

Let s: = r%. Since £33 > §weha.ve

3 2 8 4
(2k+5)(k+2)r¥k+4> 2 k4 3)(k+2)stt1 =82 —6s"+6s 5.4 20 —6r +6
§ )k +2)r f (k+3)(k+2)s" T =3 1-sp 3T A= (L4

Hence
8_3rt43
| Fo() | 2u()d% > 35+t Lol oy
th ’ 27 TP+ P
and as a consequence

lim j | Fo(2) | 2(2) d22 = + oo, (5.18)
D

r—
r<

e

by

Analogously, one can show that for any 0 <r <1

T 7‘2 67‘ +67’
l'LlFl(Z)l #(Z)d2z>§gw)§

and therefore

lim j | Fy(2) | 2u(z)d22 = + 0. (5.19)
1".< 1 Dr

Formulas (5.17), (5.18), and (5.19) imply that by=5b; =0 and as a consequence f=0. This

completes the proof of our theorem.
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