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ABSTRACT. Let {Xnk: 1<k<n,n> 1} be a triangular array of row-wise exchangeable
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1 < p <2, is obtained under varying moment and distribution conditions on the

random elements in a separable Banach space. The almost sure convergenceof n

Xnk’
random clements. In particular, strong laws of large numbers follow for triangular

arrays of random elements in (Rademacher) type p separable Banach spaces. Consis-

tency of the kernel density estimates can be obtained in this setting.
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1. INTRODUCTION AND PRELIMINARIES.

Blum et al. [1] obtained central limit theorems for arrays of exchangeable
random variables using a version of de Finetti's theorem which implied that an infi-
nite sequence of exchangeable random variables is a mixture of sequences of indepen-
dent, identically distributed random variables. Taylor [2] used similar techniques
in obtaining weak and strong convergence results for arrays of random elements which
are row-wise exchangeable. Using martingale methods, Weber [3] developed central

limit results for triangular arrays of random variables which were row-wise exchangc-

able. His methods did not require infinite exchangeability or the de Finetti repre-
sentation. In this paper, almost sure convergence is obtained for % Z:_l Xnk and

n-l/p wn

k=1 Xnk in separable Banach spaces using martingale methods. These results
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are for triangular arrays, and hence only finite exchangeability in each row is re-
quired. By assuming convergence in mean for each column, the hypothesis of the pre-
viously cited limit theorems are substantially relaxed.

Let E denote a real separable Banach space with norm || ||. Let (Q, A, P) denote
a probability space. A random element X in E is a function from @ into E which is
A-mecasurable with respect to the Borel subsets of E, B(E). The pth absolute moment
of a random element X is EHXHP where E is the expected value of the (rcal-valued)

random variable ||X||P. The expected value of X is defined to be the Bochner integral

(when E||X|| < <) and is denoted by EX. The concepts of independence and identical
distributions (i.i.d.) have direct extensions to E. The random elemecnts {Xl’ ...Xn}
are said to be exchangeable if the joint probability law of (Xl, ey Xn) is permu-
tation invariant, that is, for each permutation m of {1, ..., n}

P[X1 € Bl’ ey Xn € Bn] = P[xﬂ1 € Bl’ cees XTm € Bn] (1.1)
for each Bl’ cees Bn € B(R). Clearly i.i.d. random elements are exchangeable but
not conversely. Moreover, letting Bk+l = ... = Bn =R for 1 <k <n in (1.1) shows

that all joint probability laws are the same and that exchangeable random elements
are identically distributed. Finally, a subset B of E whose boundary 9B satisfies

P(o9B) = 0 is called a P-continuity set.

2. STRONG LAWS OF LARGE NUMBERS FOR TRIANGULAR ARRAYS.

The main result of this section is a strong law of large numbers. Moment con-
ditions and a measure of nonorthogonality condition will be assumed on the distribu-
tions of the random elements. Throughout this section {Xnk: 1< k <n, n> 1} will
denote an array of random elements in a separable Banach space E which are row-wise
exchangeable.

First, two preliminary results will be presented for later use in Sections 2 and
3. The first result shows that the infinite sequence, formed by the convergence in

rth mean of each column of the triangular array, is exchangeable when each row consists

of exchangeable random elements. This allows the application of a version of

de Finetti's theorem to the limit sequence.

LEMMA 1. Let {Xnk: 1 <k <n, n>1} be an array of random elements which are
row-wise exchangeable. If the random elements converge in the rth mean to X«k(r > 0)

for each k, then the sequence {ka: k Z.l} is exchangeable.



STRONG LAWS OF LARGE NUMBERS FOR ARRAYS 137

PROOF: Consider the set {X ,, ..., X .} {X ., ..., X } and the vector
nl nk nl nn

z << X
(an, ey xnk)' If Xni Xmi, 1 <i <k, then (an, . xnk) (le, ey ka).
D . . -
Hence, (an, ey Xnk) > (Xml, . XU*). For each me;- continuity set A.l of 1.,
1< i<k, ([4) pp. 26-27), P[Xpq € Apy ey Xy € Al > P[Xgy € Ay ooy Xy € AT

By exchangeability, P[Xn] € Ay, ..., X K € Ak] =P[X pp ¢ Aps coen Xppp € Ayl for
each permutation m of (1, ..., k). Hence, P[XmTl € Apy vees Xppp € Ak] +

PlXop) € Aps eves Xopp € Al as n > = for all A, ..., Ap which are Py,-continuity
sets. Since the limits are unique, and the Py l—continuity sets form a determining

«lass, it follows that

B

) ( 13
P X, rooeer Xepy € B

l[,\w1 . Bl’ ey \wk £ Bkj

for all (B, ..., B) ¢ B(EX). Thus, (x

"

.y ka) and (X Ceey X«mk) have

w] o]’

identical joint distributions. Hence, the sequence {ka: k > 1} is exchangeable. ///

REMARK. Note that the convergence of the joint distributions is sufficient in
the proof of Lemma 1. Unfortunately, this is not implied by convergence in distri-
bution in each column.

For arrays where each row is an infinite sequence of exchangeable random elecments,
Olshen [5] showed that de Finetti's theorem implied that for each n

P(B) = é P,(Bdu (P ) (2.1)
where F denotes the collection of probabilities on the Borel subsets of E and Pv(Bn)
is the probability of Bn = [g(an, Cees Xnm) € Bn] (where g: E" >~ E is a Borel function)
computed under the assumption that {Xnk: k > 1} are independent, identically distri-
buted random elements and My is the mixing measure defined on B(F). The next result
shows that if {Xnk: 1 <k <n, n>1} are row-wise exchangeable random elements which

converge in the second mean for each k and E[f(an) f(an)] + 0 as n > « then
E[f(le) f(sz)] = 0 and Ev(xml) = 0 where Ev is the expectation with respect to

Pv' Moreover, it also follows that Exwl = 0.

LEMMA 2. Let {Xnk: 1 <k <n, n>1} be an array of row-wise exchangeable
random elements in a separable Banach space such that {Xnk} converges in the second

mcan to ka for cach k. If for each f ¢ E*

pn(f) = t[f(an)f(an)] >0 as n > »

then

(1) E[£(X,)F(,)] = 0,
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(ii) Ev(le) =0 for Pv with um;probability one, and
(iii) E(le) = 0.

2
PROOF. Since Xn > ka for each k, it is clear that

k
2 2
sup E||Xnk|| < « and E||kal| < @ (2.2)
n
for each k. Using (2.2) and convergence in the 2nd mean, for each f € E*
[ELEX DE(X )] - E[F(X,)F (X )]
< TELEQX (X ) - EIECXDEX )]
+ JEIF (R E(X )] - E[FX, D E)T]

<EUEX D - FODTTEX D

+ E([f(X ;) - F ) EX, D

< HEHPEAIX ) = Xy X, T+ EIX, = Xl 1T D)
< Pl - x, DY 2Elx 1A Y2
e, - X DY 2E] X 11D (2.3)

which goes to 0 as n + @ by hypothesis (i). Thus,
E[f(xml)f(xwz)] = 0.
Since convergence in the second mean implies convergence in mean, it follows from

Lemma 1 that the sequence {X_ : k > 1} is exchangeable. Also, it follows from (2.1)
ook —_

that

o
"

E[£(X,E(X,,)]

LB [E0GE0L)] duy(P)

! [E,£ (%)% du (P )

which implies that Evf(xwl) =0 p, a.s. for each f € E*. Since the Bochner integral
implies the Pettis integral in a separable space, f(Ev(le)) = Ev(f(xwl)) =0y, a.s.
for each £ € C* which implies that Ev(le) = 0 y, a.s. by the Hahn-Banach theorem

and the separability of E. Also,
EX, = ;__’ E,(Xgy) du(P) = 0. /17

REMARK. Note from (2.3) in the proof of Lemma 2 that for uniformly bounded

random elements, convergence in the mean suffices. It is also interesting to note
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that the conclusions of Lemma 2 do not necessarily imply that {ka: k > 1} is a
sequence of i.i.d. random elements.
The final result of this section is a strong law of large numbers for triangular

arrays of random elements which are row-wise exchangeable. Define

n n+l

Upp = 015, ) X L) X(ne1yk> ++-1 and
U, = ootz X, T x L .3 v} (2.4)
It c;n be casily shown that if ]|Xnl - Xm1|] > ,'X(n+1),l - Xm1|| for each n and
Xnk -> ka for each k, then
E(llxrlk - xwk|||uwn) + 0 a.s. (2.5)

Using (2.4), a modification of Kingman's [6] and Weber's [3] rcsults show that

1 .n

Tl Xyt E(anlunn) = E(anl”mn) = a.s. and

1 on _

o Tke1 Xop T E(Xw1|an) a.s. (2.6)

THEOREM 1. Let {Xnk: 1<k<n,n 2_1} be an array of random elements in a
separable Banach space. Let {xnk} be row-wise exchangeable for cach n and lot
U and U__ be the o-fields defined in (2.4). Let {X_,} converge in the second mean
nn oo nk

for each k and HXn - Xw1|l for each n. If

1T X2 le(n+1),1

pn(f) = E[f(an)f(an)] + 0 as n > o for each f ¢ E*,

then
1 <n
llﬁyzk=l Xnk|| + 0 a.s
PROOF : X 3x By L 1, {x _: k>1} i h bl f
N Let nk ook * y Lemma > ook' 2z 1S an exchangea € sequence o

random elements. Thus for € > 0, and by (2.6)

P 1 on 1 on 1 on s
Gsupl 15 2y Xpd > ) < PLsupl IS Ty Xy = 5By Xl ] > 3
n>m n>m

1
e plsup| |5 20 x 11> &)
n>m
- : _ €
= Plsup| [E(X ;U ) - ECX (U D] > 3]
n>m

1 €
+ P[SUP||H'ZE=1 ka|| > 35l
n>m
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= Plsupl [ECC ) - %, U] > 5
n_>_m

1 ¢n €
+ Plsup|[= 2, ) X, ] >3] (2.7
n>m

Now by (2.1),

1 on € 1 €
r [Supl IH Zk=1 kal I > _2_] =/ P\)[SUPI IH ZLl:l ka I I > '2—] dum(P\)) >
n>m F n>m

where {ka: k > 1} are independent, identically distributed random elements with
respect to Pv‘ By Lemma 2, Ev(xml) = 0, with p_-probability one and it follows from
Mourier's strong law of large numbers for random elements that for almost each Pv
1 on €
Pv[SUPl|; o1 kall >3] > 0asm> e
n>m

Hence, by the bounded convergence theorem,

1 €
prsupl X 20 % 1] > 5
n>m

€

B 1 .n
= S pylsup| | ) X 1 >3] (2.8)
F n>m
goes to 0 as m > =, By (2.5), E(|[an - xwlll |Unn) + 0 a.s.
Thus,
3
Plsup||E(X | - X, 10, )] > 3] (2.9)
n>m
3
< P[sup E(Hxnl - Xm1|| lan) >3] > 0asm >
n_>_m
Combining (2.7), (2.8) and (2.9), it follows that
P[supl|% Z:=1 xnkll >€] > 0asm > »,
an
or that
1 .n
l];—Zkzl Xnk]] >0 a.s. 11/

3. STRONG LAWS OF LARGE NUMBERS IN TYPE p SPACES

In this section, strong laws of large numbers for triangular arrays of row-wise
exchangeable random elements in type p + § separable Banach spaces will be establish-

ed. Recall that a separable Banach space is said to be of type p, 1 < p < 2, if
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there exists a constant C such that
n P n P
el1zp., X P < c ) Bl

for all independent random clements X o Xn with zero means and finite pth

1’
moments. Every separable Banach space is type 1. The next result by Woyczynski [7]
for sequences of zero mean, independent random elements in E with uniformly bounded

tail probabilities is listed for future reference.

THEOREM 2. Let 1 < p < 2. The following properties of a Banach space E arc
equivalent:
(1) E is of type p + §
(ii) For any sequence {Xi} of zero mean, independent random elements in E with
uniformly bounded tail probabilities, the series || Z:=l Xn/nl/p|[ con-
verges a.s.

(iii) For any sequence {Xi} as in (ii)

||n_l/p X

k=1 kll + 0 a.s.

Since {ka: k > 1} are exchangeable, they are identically distributed. Hence,
they have uniformly bounded tail probabilities. That is, for all t € R and k > 1,
Pv(i|ka|l >t) < Pv(|!xml|| > t). Thus, a strong convergence result for row-wise
exchangeable in type p separable Banach spaces can be obtained using Theorem 2 and

the techniques of Theorem 1.

THEOREM 3. Let {Xnk: 1 < k<n, n 1} be an array of random elements in a

{v

separable Banach space of type p + 6, 1 < p < 2. Let {xnk} be exchangeable for cach

n and let U and U__ be the o-fields defined in (2.4). If
nn oon
(i) Hxn1 - Xm1|| > ||x(ml)’1 - Xm1|] for each n,

(ii) E||Xnl - ka||2 = o(n_za), where a = (p-1)/p, and

_ © Tk
(iii) pn(f) = E[f(an)f(an)] -~ 0 as n~> for each f € E*, then

noox

=1 nkil >0 a.s.

Him!/P s

2

-2a
= o0(n ), then Xn -+ ka. By Lemma 1,

1K .

PROOF: Since E[[X ; - X,
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Xy

€ > 0, and by (2.6)

: k > 1} is an infinite exchangeable sequence of random elements. Thus, for

-1
P{sup||n /p 22=1 xnkll > €]
n>m
-1/p,on n €
< Plsup||n (r, , X, -1 X ) >3
- n>m k=1 "nk k=1 =k l 2
+ P[sup||n_l/p ZE=1 ka|| > %]
n>m
1 on 1 on €
= Plsup||n” 2l x - -1 x| >3]
n>m n k=1 "nk n k=1 k 2
-1
+ P[sup||n /p Z:=1 kall > %]
n>m
a .
= P[sup||n E(X ) - Xmlluwn)ll > % 1
n>m
-1 €
+ Psup|[n”1/P Taoy Xepll > 30
n>m
By (2.1)

n

-1 -1 3
psun| 0P 20 K| 51 = £ pyTsund 0P 5L ] 51 aney)s

n>m n>m

where {ka: k > 1} are independent and identically distributed with respect to P .

By Lemma 2, E (X,) = 0. Thus, by Theorem 2 (Theorem 1 for p = 1) Iln-l/p22=lxmk|] >0

a.s. which implies that P\)[supHn-l/p Z:=l Xukll > %] + 0 asm > ©. By the bounded
n>m

convergence theorem,

nox

k=1 Ook|| > %] dum(Pv) + 0 asm > ®,

/ Pv[suplln-l/p b
F n>m

. . a
In a manner similar to (2.5), it can be shown that n ||E(Xnl - leluan)ll + 0 a.s.

This implies that

P[sup||na E(X_, - X _Ju )| > £1+0asn >
n>m nl ] ! “oony 2

Hence, it follows that

Plsup| 0™ /P 2 X || > €]~ 0asm >,
n>m
or that
-1 n
[|n"1/P ooy Xyl | > 0 aus. 11/

REMARK. It should be noted that if ||an - X > 0 a.s., then the condition

ol
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oy = Xyl 2 le(n+l),1

3. That is ||X

- X

°°l|| for all n is not needed in the proof of Theorem

_ N . . _ .

nl Xm1|| 0 a.s. implies that ||E(Xnl lelU“m)!l + 0 a.s. wiich

is crucial to the proof of Theorem 3. It is sometimes easier to show directly that

[TEC(X, ;- X_)|U_)|| > 0 a.s. as will be demonstrated in the kernel density esti-
con” | oopy

mation example to follow.

The following example considers the general density estimation problem wherc

X,
same density function f.

., X are independent and identically distributed random variables with tne

EXAMPLE. Let X . Xn be independent, identically distributed random varia-

1,
bles with common density function f. The kernel estimate for f with constant

bandwidths hn is given by

. __kx
£a(6) = g By KC)

where K is often chosen to be a bounded (integrable) kernel with compact support
[a,b] and hn *> 0 an n > ©, For additional background material, see Delrove

and Wagner [8] and Taylor [9]. Let

E = {glg: R>Rrand [[g]] = ( S"lg®)[P ar)!/P < =)

Thus, E is a separable Banach space of type min{2,p}. Define

1 t-Xk t—X1
X = i K5 - BRI 3.1
n n n

It is clear that X , € E and that {Xnk} is independent and hence exchangeable for
each n. The next proposition will prove directly that ||E(Xn1|an)|| + 0 a.s.

In this setting Xml =0 a.s.

LoEX t-X,
PROPOSITION 4. Let X | = E£(K“7i:° - E[K( W )1). Then, [[EX U )]l >0

completely (and hence almost surely).

p . - [y n+l ) - . X

ROOF. Let U__ {zk=1 X ko zk=1 x(ml)’k s ..l) U, = Uy, by (2.4) and since
ka = 0 a.s. for each k. For € > 0, q > 1, by Markov's inequality, Tonelli's theorem
and (2.6)

-2q .. 2
PUTEX T DT> ) < e el lu 117

t-X t-X
-2 o1 1 . 1 2
R (A I e DI R

t-X t-X
=29, 1 ¢n 1 1, .1 1.,12q
e TELIIT B G KO - B K [T dt]
= n n n n
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t-X
< £2q ~ EI% 0 1 K( 1
-00

t-X
1 1 2q
) - EG K(=—)) |7 dt)
k=1 hn hn hn

h
n

(Using that R is of type 2 and (2.8) of Taylor [9])

t-X t-X
- - 1 1. 29
<2 a0 R KD - B KT de
n n n n

-0

t-X

t-X
_ _ ) 1 1 2
Sy 7L kD - G K [T
n n n

-0

L
h
n

- e 279 B2 bdd) b - @b (h )7

Ch
n

2 .q °
(hnn)
- . 2l 2 q
Letting hn = ¢o(n d), 0<dc< % , there exist ¢ such that Zn=1 hn/(hnn) < o
which implies L _, P[||E(anlUnn)|| >g] <o, Hence,llE(anlUnn)l| converges

completely to 0. 11/

Depending on the choice of K, l|Xn1|| may not converge to 0 = X_, ( in the
example). Also, Theorem 3 and the example emphasizes the importance of p being
as large as possible (< 2). Moreover, R, Rm, Hilbert spaces and all finite-dimen-
sional Banach spaces are of type 2, and consequently they are type p + § for each
p<2. Finally, it is important to observe that the results are substantial new

results even for real-valued random variables.
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