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We prove the existence, uniqueness, and the continuous dependence of a generalized so-
lution upon the data of certain parabolic and hyperbolic equations with a boundary inte-
gral condition. The proof uses a functional analysis method based on a priori estimates
established in nonclassical function spaces and on the density of the range of the linear
operator associated to the abstract formulation of the studied problem.
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1. Introduction. The aim of this paper is to develop the a priori estimates method
for the mixed problems, which involve integral(s) over the spatial domain of a function
of the desired solution. The presence of integral terms in boundary conditions can, in
general, greatly complicate the application of standard functional or numerical tech-
niques. To avoid this difficulty, we introduce a nonclassical function space, in which
we take the scalar product of the considered equation and the same operator of mul-
tiplication used to establish the a priori estimate for classical mixed problems related
to the same equation. We note that the construction of such operators is the crucial
step to establish the a priori estimates. We apply this idea to a mixed problem for
second-order parabolic equation which combines Neumann and integral conditions:

ov 0 ov
SEU:E—&( (x,t)a)er(x,t)v:f(x,t), X<x<B,0<t<T, (1.1)
v =v(x,0)=d(x), a<x<}p, (1.2)
ov(et) B B
Tfu(t), Jav(x,t)dxfm(t), 0<t<T, (1.3)

where &, u, m, a, b, f are known functions, and «, 8, T are given constants.

This problem is choused because it has been studied, in special form, quite
extensively, both numerically and analytically, but using complicate ways. Cannon
and van der Hoek [6] considered the coupling of the numerical solution of a Volterra
integral equation of the second kind to a finite difference scheme for the heat equa-
tion. Cannon, Esteva, and van der Hoek [5] considered a semi-discrete Galerkin method
based on rather complicated weak form of the mixed problem which requires the so-
lution of a system of linear Volterra integrodifferential equations of the second kind.
They also analyzed a fully discrete Crank-Nicolson Galerkin method. Fairweather and
Saylor [7] converted a similar problem of (1.1), (1.2), and (1.3) to one with separated
boundary conditions and, in a more straightforward manner than the Crank-Nicolson
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Galerkin approach in [5], they considered a finite difference technique based on Keller’s
box scheme [8]; the price one pays for this proof is an increase of one in the number
of partial differential equations for each integral condition. Lardner [9] has devised a
way to cast the characteristic polynomial of resulting matrix to a trigonometric poly-
nomial in seeking its eigenvalues. He proposed first that eigenvalues bear the form
A = 2cos0—2.Thenit was detected by numerical computations that for matrices of or-
der less than or equal to 20 all eigenvalues are indeed of the proposed form. Although
the author did not provide a rigorous proof of his claims on the desired locations of
eigenvalues. Shi [10] uses a variational formulation in which the integral condition
does not explicitly appear to prove the well-posedness. In his proof, he established an
a priori estimate based on an interpolation inequality for norms of weighted fractional
Sobolev spaces, and on the Fourier transform.

Problem (1.1), (1.2), and (1.3) arises in many physical processes. For example, the
reader is referred to [4, 5, 7].

In order to show how the method can be developed with other classes of prob-
lems together with integral condition(s), we study, in parallel, a mixed problem for a
second-order hyperbolic equation which combines Neumann condition with an inte-
gral condition, that is,

,_9%v 0 ov B
F'v = ﬁ—g(a(x,t)a) +b(x,t)v ="f(x,t), x<x<B,0<t<T, (1.4)
ov(x,0)
Yv=v(x,0) =d(x), tv= o =¥(x), a<x<}p, (1.5)
ov(a,t) B B
Tax = u(t), Lv(x,t)dx-m(t), O0<t<T. (1.6)

The paper is organized as follows. We begin by stating the precise assumptions of
the functions involved in the posed problems, by introducing certain function spaces
which are often used in the next sections, by defining a generalized solution, and
by giving the main results of the paper. In Section 3, we first establish a priori esti-
mates, then the uniqueness and continuous dependence are direct consequences. The
existence of the solution is proved in Section 4.

2. Preliminaries and main results. We begin with the following assumptions.

ASSUMPTION 2.1. There are positive constants c¢;, i = 0,1,2,3,4, such that, for
(x,t) € [&, B1%x[0,T],

0<co=<alx,t)<cy, ‘g—?‘scz, ‘g—z‘sq, |b(x,t)] <cq. (2.1)

ASSUMPTION 2.2. We assume the following compatibility conditions:

B
% — u(0), L & (x)dx = m(0),
, , (2.2)
[dq;;‘x) - 1(0), d‘g;“) — 1 (0), L & (x)dx = m(0), L ¥ (x)dx = m’(O)].
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Since the boundary conditions are inhomogeneous, we construct a function

3(x— )

B 3(x—x)?
2(B— )

—m(t), (2.3)

U = (x-(1 o

)u(t)+

and introduce a new function u(x,t) = v(x,t) —U(x,t). Then problem (1.1), (1.2), and
(1.3), [(1.4), (1.5), and (1.6)], can be formulated as

ou 0 ou
Pu = FTT (a(x,t)a) +b(x,t)u =f(x,t) —2LU = f(x,t), (2.4)
fu =u(x,0) =d(x)-LU = p(x), (2.5)
ou(w,t) _

B
0, J u(x,t)dx =0, (2.6)

0x «

. d%u 0 ou _ T
[SB u= a?—a@(x,t)E) +b(x,t)u =f(x,t)-L'U = f(x,t), 2.7)

fiu=u(x,0)=0(x)-4U=p(x),

(2.8)
ou = %);'O) =¥(x)-{>U = x(x),
B
ulet) I u(x,t)dxzo]. (2.9)
ox o
ASSUMPTION 2.3. We assume the compatibility conditions
A9 _ (0 Jﬁ (x)dx =0
dx - IJ y « Cp - ’
(@) (0 5 5 (2.10)
@(x) ®(e) _ _ _
[ A 0, A 0, L @(x)dx =0, L x(x)dx 0].

We introduce the function spaces, which we need in our investigation. Let L2 («, 8)
and L2(0,T;L%(x, B)) be the standard function spaces. We denote by Cy(«, 8) the vec-
tor space of continuous functions with compact supportin («, ). Since such functions
are Lebesgue integrable with respect to dx, we can define on Cy(«, 8) the bilinear form
given by

B
((u,w)) :J Jyu-Jywdx, (2.11)

where J,u = f;‘u(f, -)d&. The bilinear form (2.11) is considered as a scalar product
on Co(«, B) for which Cy(«, B) is not complete.
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DEFINITION 2.4. We denote by B%((x,B) a completion of Cy(«x,B) for the scalar
product (2.11), which is denoted (-, ')Bé(a,ﬁ)v called the Bouziani space or the space
of square integrable primitive functions on («,f). By the norm of function u from
B% (x,B), we understand the nonnegative number:

1l 53 (o) =y (Wa 1) g3 () = (132|120 ) - (2.12)

For u € L?(«x, B), we have the elementary inequality

a_
||uHB§(a,ﬁ) < %HMHLZ(O(,B)- (2.13)

We denote by L2(0, T;B% (x,B)) the space of functions which are square integrable in
the Bochner sense, with the scalar product

T
(W, W) 20,78} () = fo (u(-,t),w(.,t))Bém,B)dt. (2.14)

Since the space B% (x, B) is a Hilbert space, it can be shown that L2(0, T;B% (x,B)) is a
Hilbert space as well. The set of all continuous abstract functions in [0, T] equipped
with the norm

sup ||u(',T)||B%(‘X’ﬂ), (2.15)

O<Tt<T

is denoted C(0,T;Bi (e, B)).

The problem (2.4), (2.5), and (2.6) [(2.7), (2.8), and (2.9)] is equivalent to the operator
equation Lu = (f,@)[L'u = (f,p,%)], where L = (£,4)[L’ = (¥',¥1,¥>)] acts from
B[B’] to F[F’], where B is the space of functions u belonging to L%(0,T;L?(c,B)) N
C(0,T;B} (e, B)) and satisfying conditions (2.6), B’ is the Banach space of functions
u € L2(0,T; B3 («, B)) having the finite norm

oull?

HuHB/ = <||u|%(O,T§L2((X,B)) +‘ g (2-16)

1/2
C(o,T;lem,B))) '

and verifying conditions (2.9), F = L2(0,T;B}(x,B)) x Bi(x,B) and F' = L%(0,T;
Bi(o,B)) x L%(et, B) x BY(x,B). The domain D(L) of L is the set of all u €
L2(0,T;B) («,B)) for which du/dt,0u/dx,0%u/dx? € L%(0,T;Bi (, B)) and satisfying
(2.6), and the domain D (L) of L’ is the set of all u € L?(0,T;B.(x,p)) for which
ou/ot,0%u/at?,0u/dx,0%u/dx? € L?(0,T;Bi (o, B)) and fulfilling (2.9). Let L[L'] be
the closure of operator L[L’].

DEFINITION 2.5. A solution of the operator equation

Lu=(f,@)[L'u=(f,p,x%)] (2.17)

is called a generalized solution of the problem (2.4), (2.5), and (2.6) [(2.7), (2.8), and
(2.9)].
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The main purpose of the present paper is to prove the following theorem.

THEOREM 2.6. Assume that Assumptions 2.1 and 2.3 are satisfied. Then the solution
of problem (2.4), (2.5), (2.6) [(2.7), (2.8), and (2.9)] satisfies the following a priori estimate:

lullp < cllLullp, YueD(L), (2.18)
[llullg <c'lIL"ullp, YueD(L')], (2.19)

where ¢ and ¢’ are positive constants independent of u.

THEOREM 2.7. Under the assumptions of Theorem 2.6, problem (2.4), (2.5), and (2.6)
[(2.7), (2.8), and (2.9)] admits a unique generalized solution in the sense of Definition 2.5,
satisfying the following properties:

u e L?(0,T;L*(«, )) N C(0,T; B3 (e, B)),

(2.20)
[u € C(0, ;12 (x, B)), %—’t‘ c C(O,T;B%(a,B))].

The proof of the above theorems will be given in the next sections.

3. Uniqueness and continuous dependence. In this section, we prove Theorem 2.6
in which we establish an a priori estimate for a solution of problem (2.4), (2.5), and
(2.6) [(2.7), (2.8), and (2.9)]. Then, the uniqueness and continuous dependence of the
generalized solution upon the data are direct consequences.

PROOF OF THEOREM 2.6. Taking the scalar product in B} («, 8) of (2.4) and [(2.7)]
and u[ou/0dt], we have

(au;-t't) ’u("t))Bém,B) - (% (aaua(a-c’t))’u("t))zzé(a,ﬁ)

+ (bu(-,t),u(',t))le((x‘B) = (f('lt)au('!t))B%(o(’ﬁ)l

[<azgi2 2, aua(t : )B;m,m - (% (a aua(:.c' . ) au‘;t ’ )Bﬁ(""ﬂ)

* (bu("t)’ au«’;.t’t) )Bé(«x,m B (f("t)’ auf;.t’t) )B%Wvﬁ)]

In light of conditions (2.6) [(2.9)], integrating by parts the left-hand side of (3.1) [(3.2)],
we obtain

(3.1

(3.2)

L ate bt eebdx+ L Lo
ua x,Hu(x, x+26t (O[5 wp)

(3.3)

B
_ (f(.,t),u(.,t))B%“"’B)+L (%u+5x(bu)>5xudx,
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B
[1B{J a(x,t)uz(x,t)der' 6u( t) }
2 (x O‘B)

) sl S ]

Estimating the right-hand side of the equality (3.3) [(3.4)], we get

(3.4)

ZJ a(x,t)u’(x, t)dx+ ||u( t)||31(0(5)

: 1
< I GOl + (1 2 ) g
(3.5)

1 2 B raa\? 2
+5Hu("t)||L2(a’[g)+51 .L( (a) (Ixu)“dx
B 2
+62J (Ix(bu)) dx
¢

[;t{ﬁa(x,t) 2(x,t)dx + ‘ au

2 }
B;(o(,ﬁ)

1 1)\@2

2
<0l (1 5 2 )50 e

J —uZdX+E3JB<g—Z)2 2dx+s4j (9¢(bw))’d ]

04

(3.6)

Integrating (3.5) [(3.6)] with respect to t from O to T, T € [0, T], using inequality (2.13)
and applying Assumption 2.1, yields

i 2 2
2c0j0 e O] B2 et + 122
< [P Ol + 1912,

1 2\ (7 2
. (1+g+glc3)j0 [l 053 oy

1 eci(B—o)
+(g*%” G D172 oyt

8u( ,T)

[CO||u('sT)||i2(a,B ’

B (a,B)

< [ POl B+ NP, 1212y



ON THE SOLVABILITY OF PARABOLIC AND HYPERBOLIC PROBLEMS ...

2 _ 2 T
* <C2 +e305 + M) Jo UG, 0)[72 o p At

T 2
+(1+l+i>J dt |.
&3 &4 0 B%(o(,B)

It follows by choosing &; = 2/c¢y, & = co/ci(B— ®)?, e3 = &4 = 1, that

ou(-,t)
ot

T 2 2
J 02 1Dy

T T
2 2 2
= CS(JO ||f(.’t)||B%((X,ﬁ)dt+ HqgnB%(D‘,ﬂ)) +Ce ,[0 Hu('!t)HB%(O(,B)dty

2

ou(-,
|:||u(-,T)Hi2(O(’B)+’ uét'r)

B3 (ct,B)

.
’ . 2 2 2
= CS(L 1Oy A+ 1PNz +”””B§<a,3>>

2
Jat |,
B} (o)

o ) ou(-,t)
+cg JO (Hu('at)HLz((X,ﬁ) +‘ ot

where

Cs

1 [c’ - max(l,cl)]’

" min(co, 1) L5~ min (co,1)

max (2,c, +c5 +c3 (B—00)?/2)
min (co,1)

o~

o 1+c3(B—)?/co+2c5/co [c
6= min (cy, 1)

Gronwall’s lemma implies that
T 2 2
J 02 gy 1Dy

T
<cs exp(CsT)(JO 1G5y ot + ”‘P”zzagm,m)'

2

ou(-,T)
ot

2
D+
[ e

T
’ ’ 2
< ciexp (@) ( | ILFC Oy o + 10122 o+ 10y ) |

|
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(3.7)

(3.8)

(3.9)

(3.10)

(3.11)

Since the right-hand side of (3.10) [(3.11)] is independent of T, we take the supremum
with respect to T from O to T in the left-hand side, thus obtaining (2.18) [(2.19)], with

c=ci?exp(cT/2)[c’ = cs/?exp(ciT/2)].

|
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REMARK 3.1. We note that if we take the scalar product in the classical space
L2(0,T;L?(x, B)) to obtain a priori estimate, like (2.18) [(2.19)], for a solution of prob-
lem (2.4), (2.5), and (2.6) [(2.7), (2.8), and (2.9)] then we are led to construct an integrod-
ifferential operator of multiplication, such that Mu = (f—x) (0u/ot) + I, (0u/ot), or
Mu = (x — o) (F%(0u/ot) + a(ou/ox))[Mu = I ((x — &) (du(§,t)/ot))], where J¥ is
the adjoint of 3. For details, see [1, 2, 4].

PROPOSITION 3.2. The operator L[L'] from B[B’] into F[F'] has a closure.

The proof of the proposition is analogous to that of [3, Proposition 1]. Theorem 2.6
can be extended to cover generalized solutions by taking a limit.

COROLLARY 3.3. Under the conditions of Theorem 2.6, there is a constant ¢ > 0
independent of u such that

lullg < cliLullr, Yue€D(L),
(3.12)

[llullp < c’Hfu ry YueD(L')].

This corollary implies the following.

COROLLARY 3.4. A generalized solution of (2.4), (2.5), and (2.6) [(2.7), (2.8), and (2.9)]
is unique, if it exists, and depends continuously on (f,@)[(f,@,»x) ] if (f,@)[(f,@,%)]
is considered in the topology of F[F'] and the solution u is considered in the topology
of B[B'].

COROLLARY 3.5. Therange R(L)[R(L’)]isclosedin F[F'] andR(L) = R(L)[R(L’) =
R(L].

Hence, to prove the existence of a generalized solution of problem (2.4), (2.5), and
(2.6) [(2.7), (2.8), and (2.9)] for all (f,@) € F[(f,@,x) € F’'], it remains to prove that
R(L)[R(L")] is dense in F[F'].

4. Existence of the solution. In this section, we prove Theorem 2.7, which guar-
antees that problem (2.4), (2.5), and (2.6) [(2.7), (2.8), and (2.9)] admits a generalized
solution.

PROOF OF THEOREM 2.7. LetDg(L)[Dy(L")]bethesetofallu € D(L) [D(L")]such
that fu = 0[f1u = fou = 0] and let £4[¥;] be the principal part of £[¥'], that is,

ou 0 ou
Fou = E—EGF»(XJ)E),
52 5 5 4.1)
r, U0 ou
[550”’ a2 ax (“("’”axﬂ'

We first prove this for which L[L'] is Lo = (%0,€)[Ly = (£y,¥1,€2)] with domain
Do(L) = Do(Lo) [Do(L") = Do(Lg)]. Thus, we establish the following lemma.
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LEMMA 4.1. Ifw[w’'] € LZ(O,T;B%((X,B)) is orthogonal to R(Lo)[R(Lg)] such that

(§£0u,w)L2(O’T;Bé<mB)) =0, YueDy (L()), (4.2)

[ (o1, 0") 120 7581 ap) = 00 YU € Do(Lp) ], (4.3)

then w[w’] vanishes almost everywhere in (e, ) x (0,T).

PROOF OF LEMMA 4.1. Equality (4.2) [(4.3)] can be written as follows:

ou 0 ou
(%)~ (2 0
ot [2(0,T;BY(a,B)) \OX \ 0X L2(0,T;B} (,8))

(5&) “(sxle5)-) 4
ot2" " Jr2orBY By \OX\0x /" ) 20,18y () | ’

In (4.4) [(4.5)], we put

t
u=9(e"z) = J eTz(x,T)dT, (4.6)
0
t
[u:S‘? ’ :J (t—T)Z’(x,T)dT], 4.7)
0
where c is a constant such that

cco—C2 =0, (4.8)

2,9:(e72),a(03:(eTz)/0x) € L%(0,T;L%(x,B)), and z satisfies conditions (2.9)
572 (p =0,1,2),a(39%2" /0x) € L2(0,T;L?(e, B)), and z’'satisfies conditions (2.17)].
Substituting (4.6) [(4.7)] in (4.4) [(4.5)], yields

0 [ 03:(e72)
ez, w) 2.0 75 = <—<a7>,w) )
( )LZ(O,T,BZ(tx,ﬁ)) ox ox L2(0,T;B (o))

. 0 [ 09%Z ,
|:(Z W )LZ(O,T;BQI((X,B)) - (&(a ox )lw >L2(0,T;B§(D(,ﬁ)):|- (4.10)

The left-hand side of (4.9) [(4.10)] shows that the mapping

(4.9

aSt(e”z)> w)
0x ") 120,13 ()

) 0 [ 39%z
2 .pl 7 t ’
[L (0.T:B; (. B)) 5 2 (ax (a 0x >'w >L2<0,T;B%<a,5>>]

L?(0,T;Bi(x,B)) 2z — (% (a
4.11)
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is continuous linear function of z. From the right-hand side of equality (4.9) [(4.10)],
this is true if the function w[w’] has the following properties:

k
S?(aﬁxw),w €120, T;L%(, B)),  Jpw =0,
) (4.12)
* 7
[srz(asxw’), %}?"w) € L*(0,T;L%(x, B)), Jpw' = 0].
For given w[w’] we introduce the function
Jrw
() = -9 (). (4.13)
y “\p_%
2 7
[y’(x,t) = —e‘”(cﬁiw’ + aSgtw ), w’(x,0) = 0], (4.14)

here c is a constant verifying condition (4.8). Differentiating (4.13) [(4.14)] with respect
to x, we obtain

9y Syw 2’z C Sw  w
ox  B-x’ ox2  (B-x)2 PB-x’
, (4.15)
ay’__ct( , asxw’> az'__ct( , aw’>]
[ax— et{cdyw + 3t , ol elecw' + 3t
which implies that
_ 9 (ig_9Y
©="5x <('B x)ax>’ (4.16)
’ — azsfy’
[w =—e Cfv], 4.17)
oy(et) _ (4.18)
0x
[M :0]. 4.19)
ox

We now replace w[w’] in (4.9) [(4.10)] by its representation (4.16) [(4.17)], this yields

~(6-03))
et 9 2
(e “ox (B X)ax L2(0,T;B} (2,B))

5 25 ) ; ; (4.20)
_ (9 L”Z) _< _ _3’))
- <ax<“ ox ox B X)ax 12(0,T;B3 ()
[f (z' e*ctazgty')
’ 0x? /) 120,T;B} (a,8)
(4.21)

_,<i(a35?3") e—cta2st2,)
ox ox )’ 0x2 /1201 wp) |
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In (4.20) [(4.21)] setting v = z[y' = z'], and integrating by parts in the right-hand side
of (4.20) [(4.21)] with respect to x and t by taking into account (2.6) [(2.9)] and the fact
that u € Do(L)[Do(L")], respectively,

(o0 ) o (60057)
(8)((“ ox " 0x (B X)ax 12(0,T;B (,8))

(. 08(eTZ) o, 0z
- ( ox (B ax)LZ(OTBZ(aIS))
B ct 2
=_%J e‘”a(x,T)(B—x)(%) dx

oS (7

(4.22)
Hi(aaiz’) efd&)
ox ox /)’ 0x2 ) 12(0,T:B} ()
_ 7(@85?2,’(3—0:%)
ox 0X /12(0,T:B(a,B))
= J —cT (xT)( 0972 )dx
) 0x
2 ’
J J ”(ca(x t)— )(as ) dx dt].
ox
Under Assumption 2.1, we obtain
ez, — -X)=—
( <(B ax)>L2<o,T;B§<o<,ﬁ)>
(4.23)
L z)\?
T e ey
[7(2,,eﬂw)
0x?% ) 12(0,T;BL (e,B))
(4.24)

2 ’
_f% (cco—c2 J J (83 )d dtso].

Similarly, integrating, by parts, in the left-hand side of (4.23) [(4.24)] with respect to
X, we get

T B
J J et (B-x)z?dx dt <0,
0

* (4.25)

B ) Tk 2
H =T (572') dx+J J et (3,2) dxdtso],
o4 0 Jux
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and thus z = 0[z’ = 0] almost everywhere in («x,8) x (0,T). Hence w = O[w’ = 0]
almost everywhere in (&, 8) X (0,T). O

Now, we return to the proof of Theorem 2.7. We have already noted that it is suf-
ficient to prove that the range R(L)[R(L")] is dense in F[F']. Let W = (w, wo)[W' =
(w', w1, w37)] be orthogonal to R(Ly)[R(Lg)], so that

(Lou, @) 120 1383 (e py) T (U 00) g1 (op) = 0, V1 € D(Lo), (4.26)

[(i()u, w,)LZ(O,T;B%(tX,ﬁ)) + (ﬁlu, w1 )Lz(o(,B) + (ﬁzu, wz)B%(a’B) = 0, Yue D(L(,))] 4.27)
Assuming that u is any element of D (Lo)[Do(Lg) ], we have

(gousw)LZ(o,T;Bé(a,B)) =0, VueDo(Lo),
(4.28)
(L5100 12 0y = O Y € Do (L) .

Lemma 4.1 implies that w = 0[w’ = 0] almost everywhere in («, ) x (0,T). Hence,
(4.26) and [(4.27)] implies that

(ﬁu,wo)Bé(‘xﬁ) =0, YueD(Ly), (4.29)
[(€1u,w1)Lz((X’ﬁ) + (ggu,wz)B%(a,B) =0, Vue D(LE))] (4.30)

Since R(¥) is everywhere dense in B} («, ) [£1u,£>u are independent, and R (£;) and
R(#£>) are everywhere dense in L?(«, ) and Bé (e, B), resp.], (4.29) [(4.30)] implies that
wo =0[w; =0 and w2 =0]. Hence R(Ly)[R(Ly)] is dense in F[F'].

Now consider the general case. If we use the fact that R(Lo)[R(L;)] is dense in
F[F'land L—Lo = (£-%0,¥) [L' - Ly = (¥ = %,¥1,{>)] maps continuously B[B’] into
F[F'], we conclude that we can prove that R(L)[R(L’)] is dense in F[F’] by means of
the method of continuation along parameter. We will not describe the application of
this method because it is analogous to the method used, for instance, in [4]. O
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