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The problem of uniform approximants subject to Hermite interpolatory constraints is
considered with an alternate approach. The uniqueness and the convergence aspects of
this problem are also discussed. Our approach is based on the work of P. Kirchberger
(1903) and a generalization of Weierstrass approximation theorem.
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1. Introduction. Let 11, denote the set of all polynomials of degree less than or
equal to m. Let [a,b] be a closed finite interval and C[a, b] the space of real continuous
functions on [a, b] with uniform norm

Mo = max |h(x)]. (1.1)
xela,b]

Here we discuss uniform approximation of a prescribed f € C[a,b] by the polyno-
mials that are also Hermite interpolants to a set of given data at a finite number of
preassigned points in the interval [a,b]. More precisely, we consider the following
problem due to Loeb et al. [6].

PROBLEM 1.1. Suppose that k, m, and n;, where i = 1,2,...,k, are positive integers
with m > (Z’i‘:1 n;) —1 and that {ui}’i‘:1 is a subset of [a,b] satisfying a < u; < up <
- < Uk < b. Then the problem is to find a best uniform approximant to a given

f € Cla,b] from the class
Ppp={pemmn:dpV(u;) =By, 1<i<k, 0<j=<n;-1}, (1.2)

where
Spi={Byil<i=k 0<j=ni-1} (1-3)

is a subset of the real numbers with B;o = f(u;).

This problem originates from the work of Paszkowski [8, 9] who studied it by im-
posing the interpolatory conditions only on the values of interpolating polynomials
at k distinct points of [a,b] in the sense of Lagrange interpolation. To do this, he fol-
lowed the classical Tchebycheff approach of approximating a continuous function by
elements of an n-dimensional Haar subspace. In [2] Deutsch discussed Paszkowski’s
results [8, Theorems 2 and 5] with a different method. Deutsch’s work is based on a
characterization theorem of best approximation that involves extreme points of the
closed unit ball in the dual of the underlying space [3, Corollary 2.6]. Later, Loeb et
al. [6] extended the work of Deutsch by constraining the uniform approximants with
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Hermite interpolatory conditions. In fact, they discussed Problem 1.1 through the no-
tions of the n-dimensional extended Haar subspace of order v of C[a,b] (see [4]) and
the generalized weight functions (see [7]). They also established a convergence result
by giving a generalization of a theorem of de La Vallée Poussin [1, page 77].

In the present paper we continue the study of Problem 1.1. Our approach for its
solution is based on the work of Kirchberger [5] that deals with extreme values of the
error function. Uniqueness and convergence problems are also addressed in our work
taking into account an extension of Weierstrass approximation theorem [10].

2. Notations and reformulation of Problem 1.1. For the sake of convenience, we
set I :={1,2,...,k}, N; :={0,1,...,n; — 1}, s := Ziejk n;, and

W(x) =[] (x—uy)™. (2.1)

i€l

The notation H,—; (x,Sg), where Sg is given in (1.3), stands for the polynomial of degree
less than or equal to s — 1 that satisfies the following conditions:

9 (ui,Sp) = Bij, Viel,VjeN;. (2.2)
For every f € Cla,b], we define
Sup(x) = f(x)—Hs_1(x,Sg). (2.3)

The error function corresponding to f,g € C[a,b] and the set of its extreme points
in [a,b] will be denoted, respectively, as follows:

epg(x)=[f(x)—g(x)|,

2.4
crit (erq) = {x € @b oo ()| = flesollu)- ey

Let 11,5 denote the (m — s + 1)-dimensional subspace of 1, generated by the polyno-
mials x/W(x), j = 0,1,2,...,m —s, where W is given by (2.1). The following remark
gives an explicit representation of the elements of ®,, g (see (1.2)).

REMARK 2.1. A typical element ¢* in the approximating class ®,, g is of the form
d*(x) = Hs-1(x,Sp) +a* (x), (2.5)

where g* € . This shows that ¢* € ®,, 4 is a best approximant to f from the
class &, g if and only if g* € 1)} is a best approximant to fy g from the class ;5. In
particular, if m = s —1 then H,_; (x,Sg) will be the best approximation to f. For this
obvious reason we assume that m > s in the rest of the paper.

In view of the above remark, Problem 1.1 can be reformulated as follows.

PROBLEM 2.2. For a given function f € C[a,b], find a best approximation to fp g
(see (2.3)) in the uniform norm from the class }.
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3. Characterization of best approximation. This section deals with a necessary
and sufficient condition for a solution of Problem 2.2. We note that every g € 1,5 can
be expressed as

a(x) =W(x)Ry(x), (3.1)

where R, (x) is a polynomial of degree at most m —s. Foran f € C[a,b]and aq € T},

we set

Ju,p(x)
W(x)

An alternate form of the characterization theorem [6, Theorem 3.1] that solves

Problem 1.1 may be stated as follows.

Efypa(x)i= —Ry(x). (3.2)

THEOREM 3.1. Let f € Cla,b] such that fyg ¢ .. Then q* is a best uniform ap-
proximant to fu p from the class * if and only if there exist N points ; € crit(e fupa*)
satisfying the following conditions:

@ N=m-s+2;
b)) a<o; <o <---<0n=<D;
(©) sgn(Efy 5+ (i) = (=1)i+! sgn(Ef, ;. 4+ (1)), forall i =2,3,...,N.

Our method of proof is based on the following lemma which may be found in the
standard texts of approximation theory, for example, [9, Lemma 7.1].

LEMMA 3.2. LetY be a linear subspace of Cla,b] and let h € Cla,b]. Then g* €Y
is a best uniform approximant to f in'Y if and only if there does not exist any g € Y
such that

{h(x)-g*(x)}g(x)>0 (3.3)
for all x € crit(ef 4+) (see (2.3)).

REMARK 3.3. IfwesetY =% and h = fy g in the above lemma, then the necessary
and sufficient condition for g* € 1,5 to be a best approximation to fy g is that there
does not exist any p € m,; such that

EfH,/;,IZ* (x)Rp(x) >0 (3.4)

for all x € crit(eg, 4,4+) Where R, (x) and Ep, , 4+ are, respectively, given in (3.1) and
(3.2). To justify this, it is enough to note that

{fr,() =a* (x)}p (%) = Efyy g.ar (X)Rp (X)W? (). (3.5)

REMARK 3.4. If fyp ¢ 1}, then W(x) is a nonvanishing function on the compact
set crit(ef, ;) regardless of the choice of p € ;5. Consequently, fp g is continuous
as well as nowhere zero on crit(efH’B,p).

4. Proof of Theorem 3.1. If g* is not a best approximation to fy g, then by Remark
3.3, there exists p € m,};, such that

EfH,/;,Q* (X)Rp(x) >0 4.1)

as x ranges over crit(ey, ; 4+). We note that R, being a polynomial of degree less than
or equal to m — s (see (3.1)) changes sign at most at m — s places. Therefore, it follows
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from (4.1) that E Fiapa* (x) cannot change sign more than (m — s) times as x ranges
over crit(efH’B,q* ). This contradicts Theorem 3.1(c) as N = m —s + 2.

Conversely, assume that there are N points «; € crit(efH,ﬁ,q*), i=1,2,...,N, satis-
fying Theorem 3.1(b) and (c) but N < m—s+1.Foreachi=1,2,3,...,N—1, fix a point
w; € (&, &i+1) such that

uj ¢ [wi, ], j=12,...,k
(wi, iy ], crit (e, 4 4+) are disjoint, 4.2)
sgn (Ef, g+ (i) = sgn (Efy g+ (is1)).
The choice of w;, as required above, directly follows from Remark 3.4. Now we set
N-1

P(x):=sgn(Eg, ;g (1)) W (x) [T (wi—x). 4.3)
io1

Then p € 1)} with Rp(x) = Sgn(EfH,,Bvﬂ* (1)) Hﬁ]l (wi—x). We claim that
Efypa* (COR5 () >0 Ve crit (efH'B‘q*). (4.4)

This can be seen by restricting « to each set (&, ®j+1] mcrit(efH’B,q* )fori=0,1,...,N—
1, where g = a, and then using Theorem 3.1(c) along with (4.2). Hence by Remark 3.3,
we note that g* cannot be a best uniform approximant to fy g from the class ;5. This
completes the proof. |

REMARK 4.1. An immediate consequence of Theorem 3.1 is that Hs_;(x,Sg) +

q* (x) is a best uniform approximant to f(x) from the class @, g.

5. Uniqueness. We retain the setting of the previous sections in order to establish
the uniqueness of the solution of Problem 2.2. More precisely, we prove the following
theorem.

THEOREM 5.1. There is exactly one best uniform approximant p* to fu g from ;.

If g* is another best uniform approximant to fy g from 1r,%, then there exist N points
X € crit(efH'B,q* ),i=1,2,...,N, satisfying Theorem 3.1(a), (b), and (c). Using the prop-
erties of best approximant to fp g, we observe that | fu (c;) —p* (ai) | < llefy g p+ lleo =
||€fHYB,q* lo = I fup(ci) —q* (i) | for each i =1,2,...,N, and consequently,

|Efyy g () | < [Efypax (i) | (5.1)

We set D(x) := Rp*(x) —Rg+(x). Then D € 11,5 and
D(ei) = Efyy g (00) =Efyy pp= (i), 1=1,2,...,N. (5.2)
Note thatif D («;)+0 forany i=1,2,...,N, thenby (5.2), sgn(D(c;)) :sgn(EfHﬁ,q*(oq)).

Thus, the polynomial D has either a double zero at «;, or it has a zero in (&;, X;j+1)
implying that D = 0. Hence R, (x) = Ry« (x), and consequently, p* = g*.
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6. Convergence. In this section, we discuss the convergence of the sequence of
best uniform approximants {q; };_,_; to fu,g with the conditions that f is sufficiently
differentiable and the set Sg (see Problem 1.1) is replaced by

Sy =1 (wi):j € Ni, 1 € I} (6.1)
In this case, we write fj,r and ®, r instead of fy g and @, g (see (2.3)).

THEOREM 6.1. Assume that f € C" [a,b] with n* = (maxer, n;) — 1 and that the
set Sg (see (1.3)) is replaced by Sy. If q;;, € )}, is the best approximant to fy s in the
sense of Theorem 3.1, then

Jim [la, = fi,fl. =0 (6.2)

Consequently, the sequence {q}y, + Hs_1(-,Sr)}m—s_1 Will converge uniformly to f.

The crux of the proof of this theorem is in an extension of a result based on the
Weierstrass approximation theorem [10, page 160]. We state it in the next lemma
without proof as it is a routine exercise.

LEMMA 6.2. For any f € C"[a,b], and for a given € > 0, there exists a polynomial
p such that
IF9=pP|, <€ (6.3)

forall j =0,1,2,...,v
PROOF OF THEOREM 6.1. In the notations of (2.3) and (6.1), we can write
Su,p(x) = f(x)—Hs_1(x,S¢). (6.4)

The polynomial Hy_; (x,Sr) due to its interpolation properties may be expressed as

He1(x,8p) = > >0 f™ () Lna(x), (6.5)

lely neN;

where L, ;(x) are the fundamental polynomials of degree s — 1 satisfying the condi-

tions
1 forl=1i, n=j,
L)) (ui) = _ (6.6)
0 otherwise.

For a given € > 0, we can fix a polynomial p of degree v > s such that (see Lemma 6.2)
) _ 5 £ _01 * -
1F 7 =pPlle <500 7=0,1.m%, (6.7)

where T = max{1,A} with A = maXye[q,p] Xlelk XneNl [Ly,1(x)]. From (6.1), (6.5), and
(6.7) it follows that

max |Ho1 (x,S5) —Hs-1(x,Sp) | <

&
D - > (6.8)

We set q(x) := p(x) —H;_1(x,S,). Then g € 1, and g (u;) = 0 for j € N; and i € I.
Hence, W as defined in (2.1) is a factor of the polynomial g. This shows that q € mr,*.
Using (6.4), (6.5), and (6.8) it can be seen that

| fu.r—alle <& (6.9)
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Now consider the best uniform approximant g; to fy from 77;* (see Theorem 3.1) and
note that

e> || fur—alle = g — a5l = | fir — amlls (6.10)

for all m > r. The last inequality follows from the relation ;¥ < 1r,%. This proves the
desired result. O

ACKNOWLEDGMENT. The author acknowledges with gratitude the research facili-
ties available at King Fahd University of Petroleum and Minerals, Saudi Arabia, and
the University of Alberta, Canada, during the preparation of this paper.

REFERENCES

[1]  E. W. Cheney, Introduction to Approximation Theory, McGraw-Hill, New York, 1966.

[2]  F.Deutsch, On uniform approximation with interpolatory constraints, J. Math. Anal. Appl.
24 (1968), 62-79.

[3] F.R. Deutsch and P. H. Maserick, Applications of the Hahn-Banach theorem in approxi-
mation theory, SIAM Rev. 9 (1967), 516-530.

[4] S.Karlin and W. J. Studden, Tchebycheff Systems: With Applications in Analysis and Sta-
tistics, Pure and Applied Mathematics, vol. 15, Interscience Publishers, New York,
1966.

[5] P.Kirchberger, Uber Tchebychefsche anndherungsmethoden, Math. Ann. 57 (1903), 509-
540 (German).

[6] H. L. Loeb, D. G. Moursund, L. L. Schumaker, and G. D. Taylor, Uniform generalized
weight function polynomial approximation with interpolation, SIAM J. Numer. Anal.
6 (1969), 284-293.

[7]1 D. G. Moursund, Chebyshev approximation using a generalized weight function, SIAM J.
Numer. Anal. 3 (1966), 435-450.

[8] S.Paszkowski, Sur 'approximation uniforme avec des noeuds, Ann. Polon. Math. 2 (1955),
118-135 (French).

9] _____, On approximation with nodes, Rozprawy Mat. 14 (1957), 63.

[10] T. J. Rivlin, The Chebyshev Polynomials, Pure and Applied Mathematics, John Wiley &

Sons, New York, 1974.

M. A. BOKHARI : DEPARTMENT OF MATHEMATICAL SCIENCES, KING FAHD UNIVERSITY OF PETRO-
LEUM AND MINERALS, DHAHRAN 31261, SAUDI ARABIA
E-mail address: mbokhari@kfupm.edu.sa


mailto:mbokhari@kfupm.edu.sa

Mathematical Problems in Engineering

Special Issue on

Modeling Experimental Nonlinear Dynamics and

Chaotic Scenarios

Call for Papers

Thinking about nonlinearity in engineering areas, up to the
70s, was focused on intentionally built nonlinear parts in
order to improve the operational characteristics of a device
or system. Keying, saturation, hysteretic phenomena, and
dead zones were added to existing devices increasing their
behavior diversity and precision. In this context, an intrinsic
nonlinearity was treated just as a linear approximation,
around equilibrium points.

Inspired on the rediscovering of the richness of nonlinear
and chaotic phenomena, engineers started using analytical
tools from “Qualitative Theory of Differential Equations,”
allowing more precise analysis and synthesis, in order to
produce new vital products and services. Bifurcation theory,
dynamical systems and chaos started to be part of the
mandatory set of tools for design engineers.

This proposed special edition of the Mathematical Prob-
lems in Engineering aims to provide a picture of the impor-
tance of the bifurcation theory, relating it with nonlinear
and chaotic dynamics for natural and engineered systems.
Ideas of how this dynamics can be captured through precisely
tailored real and numerical experiments and understanding
by the combination of specific tools that associate dynamical
system theory and geometric tools in a very clever, sophis-
ticated, and at the same time simple and unique analytical
environment are the subject of this issue, allowing new
methods to design high-precision devices and equipment.

Authors should follow the Mathematical Problems in
Engineering manuscript format described at http://www
.hindawi.com/journals/mpe/. Prospective authors should
submit an electronic copy of their complete manuscript
through the journal Manuscript Tracking System at http://
mts.hindawi.com/ according to the following timetable:

Manuscript Due December 1, 2008

First Round of Reviews | March 1, 2009

Publication Date June 1, 2009

Guest Editors

José Roberto Castilho Piqueira, Telecommunication and
Control Engineering Department, Polytechnic School, The
University of Sdo Paulo, 05508-970 Sao Paulo, Brazil;
piqueira@lac.usp.br

Elbert E. Neher Macau, Laboratério Associado de
Matemadtica Aplicada e Computagdo (LAC), Instituto
Nacional de Pesquisas Espaciais (INPE), Sdo Jose dos
Campos, 12227-010 Sao Paulo, Brazil ; elbert@lac.inpe.br

Celso Grebogi, Center for Applied Dynamics Research,
King’s College, University of Aberdeen, Aberdeen AB24
3UE, UK; grebogi@abdn.ac.uk

Hindawi Publishing Corporation

http://www.hindawi.com



http://www.hindawi.com/journals/mpe/
http://www.hindawi.com/journals/mpe/
http://mts.hindawi.com/
http://mts.hindawi.com/

	1Call for Papers4pt
	Guest Editors

