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This paper considers a generalisation of the idea of a Hopf algebra in which a commutative
ring replaces the field in the unit and counit. It is motivated by an example from the inverse
scattering formalism for solitons. We begin with the corresponding idea for groups, where
the concept of the identity is altered.
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1. Introduction. Group factorisation plays a vital role in the inverse scattering pro-
cedure [1, 8]. For example, the Riemann-Hilbert problem is a (not quite exact) factori-
sation of group-valued functions on the real line into functions analytic on the lower
half-plane times functions analytic on the upper half-plane. However, there is a prob-
lem, a group-valued function which is analytic on the lower half-plane need not have
an inverse which is analytic there. On the Lie algebra level all is well since any smooth
loop which is uniformly sufficiently close to the identity and is analytic on the lower
half-plane has an inverse which is also analytic on the lower half-plane. To avoid the
problem, we consider the Lie algebras or a neighbourhood of a group near the identity.
This corresponds in inverse scattering to considering solutions not too far from the
vacuum. However, the soliton solutions for many integrable systems are character-
ized by meromorphic loops, and there the factors are very definitely not closed under
inverse. For example, if we take the meromorphic function given by (for P € M,,(C) a
Hermitian projection matrix and P+ =1-P)

dQ) :Pi+—;:§P, (1.1)

which has a pole at « in the upper half-plane, its inverse is given by

-1 oL A«
¢ A =P

P, (1.2)

which has a pole at & in the lower half-plane.

The meromorphic loops which specify the solitons in a classical integrable system
are not uniquely defined, there are vacuum loops which can be added without generat-
ing any extra solitons. However, these can be thought of as allowing soliton-antisoliton
pair creation in the integrable system. When the system is quantised a vacuum loop
could be perturbed into a soliton-antisoliton pair by a slight movement of the pole
positions. Effectively the vacuum loops get round the problem which would occur
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if we could count solitons by the number of poles. The number of poles cannot be
changed by a small perturbation, so without the vacuum loops soliton-antisoliton pair
production might seem impossible. To calculate the total quantum energy and mo-
mentum for a soliton, the contributions for these vacuum loops would have to be
added. This quantum correction is observed in the Sine-Gordon model, calculated by
other methods [11].

The existence of the vacuum loops and the fact that the upper and lower factors
for the meromorphic loop group are not groups are related, and are both taken into
account in the ideas described in this paper of an almost group and matched pairs of
almost groups. This naturally leads to the idea of an almost Hopf algebra, in which
the unit and counit map are modified to use a commutative algebra instead of the
ground field. From the discussion above, the commutative algebra would arise from
the vacuum loops. A group factorisation into a subgroup (a group doublecross prod-
uct) is well known to lead to a Hopf algebra bicrossproduct [2, 5, 10]. Here, we also
carry out the corresponding procedure for almost groups and almost Hopf algebras.

This is not the only generalisation of the idea of a Hopf algebra. In [3], there are
axioms for weak C*-Hopf algebras, but in this case the unit and counit are not algebra
maps, which they are in our axioms.

Note that although we use some infinite examples of almost groups as motivation,
in the detailed proofs of the results about the algebras we always assume that almost
groups are finite.

2. Almost groups

DEFINITION 2.1. An almost group is a set G with an associative binary operation -,
a 1-1 correspondence i: G — G (written g — g'), and a set J C G which is closed under
the binary operation - and i. Also the following properties are satisfied:
4 (gh)t =higt forall g,h € G;
(ii) forall g € G,and forall j € J, jg =4gj;
(iii) forall g € G, gg' =gig € J;
(iv) (ghi=g,forall g €G.

EXAMPLE 2.2. In the case where J = {e}, where ge = g for all g € G, we just get a
group.

EXAMPLE 2.3. Take G to be the set of meromorphic functions from C,, to GL, (C)
which are unitary on the real axis, normalized to the identity at infinity, and have all
poles in the upper half-plane. All such loops can be factored as a product of functions
of the form (1.1). We define the i operation on (1.1) by

Pi(A) = ;‘:—zpwp. (2.1)

Here G is an almost group when J consists of all meromorphic complex-valued func-
tions times the identity matrix (the vacuum loops), and the binary operation is the
usual matrix multiplication.
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EXAMPLE 2.4 (Milnor’s construction of the total space of the classifying bundle of
a group [6, 7, 9]). Suppose that we have an abelian group A and a topological space
EA consisting of step functions: [0,1) — A X N which are constant on the intervals
[xi,xi:1) where 0 = xp < x1 < --- < xy = 1, and where the N-valued numbers are
strictly increasing in successive intervals.

The multiplication on EA is defined by pointwise multiplication of the abelian group
elements and adding the numbers, and the i operation is defined by taking the inverse
of the abelian group elements without any change in the numbers.

Then we can say that EA is an almost group if we take J to consist of steps all taking
value the identity element in A, but with different numbers.

EXAMPLE 2.5. Suppose that G = {a,b,c} and J = {a,b}. We define the multiplica-
tion and the i operation by x -y = a and x = x for all x,y € G.

Alternatively we could take the case where a-x = x-a = x for all x € G, and the
other products are equal to b, and the i operation is as defined before.

EXAMPLE 2.6. Consider G = A X A where A is an abelian group, with multiplication
(a,b)-(c,d) = (ac,bd), the i operation (a,b)! = (b,a) and J = {(a,a) :a € A}.

ExAMPLE 2.7. A Clifford semigroup is an example of an almost group, where J
consists of idempotents [4].

3. Almost Hopf algebras. In this section, and throughout the rest of the paper, we
assume that k is a ground field, and all algebras and maps are taken over k. Now we
are in the position to give a definition for an almost Hopf algebra H which has the
same rules for Hopf algebra H except € : H — Hy and n: Hy — H where H; C H.

DEFINITION 3.1. An almost Hopf algebra (H, +,-,n,4,€,S;H;) is an associative al-
gebra H with the following additional structure:
(i) Hj is a commutative associative algebra.
(i) A coassociative comultiplication map A:H - H® H.
(iii) Amap €: H — Hj satisfying (e®id)A(h) = T((id®€)A(h)) for all h € H, where
T(h®j)=j®h.
(iv) Amap n:Hj — H satisfying -(n®id) = -(iden)Tt:H;®H — H.
(v) A linear antipode map S : H — H obeying - (S®id)ocA(h) = -(id®S) o A(h) =
noe(h) forall h € H.
(vi) The maps A, €, and n are algebra maps.

If G were a finite group, then its group algebra kG and its function algebra k(G)
would be Hopf algebras. We need to check that the same is true for almost groups
and almost Hopf algebras.

Note that we do not assume that -(e ® id)A(h) = h, and this distinguishes this
definition from that of a Hopf algebra over a ring. For example, this equality does not
work for kG, for (G,J) a finite almost group (see Example 3.3).

EXAMPLE 3.2. Let (G,J) be a finite almost group. Take a basis of k(G) consisting
of elements of the form 6 for x € G, and a basis for k(G); = k(J) of the form ¢; for
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Jj € J. The operations are defined as

Sx-0y=0x0xy,  A(Sy)= > 8,86,

xX=yz

. (3.1)
S(8y) = 8, e(6x>:{0’ SRDAR TCH D S

ox, ifxel, zeG:j=z21
Here the symbol dy,, is the Kroneker delta, which is one if x = y and zero otherwise.
We will now check the rules of an almost Hopf algebra.

Itis easy to check that - gives an associative multiplication and that A gives a coasso-
ciative comultiplication, that is, (A®id)A(dx) = (id ® A)A(Sy ). For Definition 3.1(iii)
we get

(e®id)A(5X)=(e®id)< > 5y®5z) = > 4;86;,

xX=yz x=jz:jej
(3.2)
T(id®e)A(Sy) —T(id®€)( > 5Z®5y> —T( > 5Z®5j),
x=zy x=zjjej
which are the same as zj = jz for all j € J. For Definition 3.1(iv),
-(n@id)(5j®5x) = ( z 6z®6x) = z 6262,x=
j=zzi j=zzi
(3.3)
-(id@n)r(aij):-(id@n)wx@éj):-(ax@ > 52) = > 0x6x:.
j=zzt j=zzt
For Definition 3.1(v),
-(S®id)A(6X)=-(S®id)( > 5y®52) =-( > 5yi®5z) = > 8y
xX=yz X=yz Xzy:)/i
(3.4)
-(id®S)A(5X)—-(id®S)< > 5y®5z> _-( > 5y®5zi) = > 65y,
xX=yz xX=yz x=yyi

where we have used the fact that if y = zt then y! = (z!)! = z by Definition 2.1(iv). But
these two expressions are the same, as can be seen by putting w = y! in the second
and noting that vy? = y’y by Definition 2.1(iii). Now note that the expressions give
zero unless x € J, as yy! € J, and then they have value n(e(5y)). It is left to the
reader to check that A, €, and n are algebra maps.

ExAMPLE 3.3. Let (G,J) be a finite almost group. The almost group algebra has
H = kG and H; = kJ, with multiplication given by the usual linear extension of the
almost group multiplication. The operations are (for x € G and j € J) A(x) = x ® X,
S(x) =x', e(x) = x xt, and n(j) = j. Then the rules for an almost Hopf algebra are
satisfied.
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It is easy to check that - gives an associative multiplication and that A gives a
coassociative comultiplication. For Definition 3.1(iii),

(e®id)A(x) = (e®id)(x®Xx) = xx'® X,

T(id®e)A(x) = T(id®e) (x®x) = T(x®xx') = xx'®Xx. (3:5)
For Definition 3.1(iv),
‘(neid)(jex) =-(jex) = jx,
(iden)T(jex)=-(iden)(xej) =-(x®j) =xj=jx, G0
where we have used Definition 2.1(ii). For Definition 3.1(v),
(S®id)A(x) = -(S®id)(x®x) = -(x®x) = xix, 37

((id®S)A(x) = -(id®S) (x®x) = - (x®x!) = xx' = x'x,

where we have used Definition 2.1(iii), so both of these expressions are equal to n(e(x)).
It is easy to see that A and n are algebra maps. For €,

ex)e(y) =xx'yy' =xyy'x' =xy(xy) =e(xy), (3.8)

where we have used Definition 2.1(i) and (ii).

PROPOSITION 3.4. In Examples 3.2 and 3.3, S is an antialgebra map, that is, S(hh') =
S(h")S(h).

PROOF. This is immediate in both cases. O

4. Matched pairs and doublecross products

DEFINITION 4.1 (Matched pairs of almost groups). Suppose that (G, J¢) and (M, Jy)
are almost groups. Now take functions >: M X G — G, and <: M X G — M, which obey
the following rules, for all s,t € M, and u,v € G:

s<Auv = (s<u)<v, st<u=(s<(t>u))(t<u),
st>u=s>(t>u), seuv = (seu)((s<u)>v). (4.1)
With the i operations we require
(s<u)is (seu)t =ul, (s<u)i<a(s>u)t = s, (4.2)
and also, for all j € J; or Jyu, we have
jou=1u, j<u=j, s>j=7j, §<4j=s. (4.3)

PROPOSITION 4.2. Given a matched pair (G, ]Jg) and (M, Jy) of almost groups we
can construct a doublecross product almost group G > M, which consists of the set G X M
with binary operation (u,s)(v,t) = (u(s>v),(s<av)t) and (u,s)' = (si>ut, st <ut).
Finally we set Jgoam = Jo X JIM-
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PROOF. The proof that the multiplication is associative is tedious but straightfor-
ward. For Definition 2.1(),

((u,s)(v,t))

(u(s>v), (s<1v)t)

= (t'(s<av)is (spv)iul ti(s<v) < (s>v)iul)
(4.4)
= (e vi(si>ul), (ttavh)st aqul),
(¢

(v, 0w, s) = (tievi ttavh) (st>ul, st aul),

and these can be seen to be the same after the application of the product rule. For
Definition 2.1(ii), given j € J¢ and n C Jy,

(j,m)(u,s) = (j(n>u),(n<au)s) = (ju,ns),

. . , . (4.5)
(u,s)(j,n) = (u(s>j),(s<jn) = (uj,sn).
For Definition 2.1(iii),
(u, ) (u,s)" = (u,s) (s'>ut, st <qut)
= (uu', (s < (s'>ul)) (s'<au’))
= (uut,sst aut)
(4.6)
= (uut,sst),
(u,8) (u,s) = (st ul, st aub) (u,s) = ((stoul) ((st<u?) >u),s's)
= (st>ulu,sts) = (uiu,s's).
For Definition 2.1(iv),
(u,9)))" = (siul, st aui)’
- ((Silq.ui),ib.(s sul)’ (staui) < (sisul)h) @7
= ((uh)", (s9)")
= (u,s). |

DEFINITION 4.3 (Bicrossproduct almost Hopf algebras). From the finite matched
pair (G, J¢) and (M, Jy) we define an almost Hopf algebra H = kM <k (G) with basis
s® 0, where s € M and u € G. We take H; = kJy ® k(J;) C H. Here kM is the almost
group almost Hopf algebra of M and k(G) is the almost Hopf algebra of functions on
G. Explicit formulae for kM><k(G) are as follows:

(s®8,)(t®5y) =Cusv(St®5y), A(S®Sy) = D $®5x®S<IX®F,,

xXy=u
) 0, if uéJjg,
S(5®68,) = (sAU) @B (qpuyir  €(s®8u) =1 . ¢ (4.8)
sst®oy, ifue]jg,

n(jesn) = > j®s:, VjeJu, neli.

n=zzt



A GENERALISED HOPF ALGEBRA FOR SOLITONS 707

Now we would like to check the rules for an almost Hopf algebra, but first we need
to prove certain results.

PROPOSITION 4.4. Forallse M andw € G, (s <w)i(s<w) = sst = sis.
PROOF. From the rules for a matched pair,
(s<aw)i(s<aw) = (s<aw)i(s<aw) <w!

= (s<aw)i<a(s<aw)>w?))(s<w) aw?)

) ) . (4.9)
=(s<aw)'<(s<w)>wh))(s<xww?')
= ((s<aw)i<((s<aw)>w?))s.
Now we know that, (where (s>w)i(s>w) = j)
spww! = (s>w)((s<w)>w?) = wwt,
(spw)ispw)((s<aw)>w?) = (s>w)ww,
s<aw)i<j(saw)>w’) = (s<aw)i < (s>w)wwi,
. . . . ) (4.10)
(s<aw)'<(s<w)>wt) = ((s<aw)' <a(s>w)) <ww'
=slquww!
=gt O
PROPOSITION 4.5. ForallseM andw € G, (s>w)(s>w)i=ww! =wiw.
PROOF. From the rules for a matched pair,
(spw)(sepw)=si>(s>w)(s>w)t
= (st>(spw))((sta(s>w)) > (s>w)b)

) . ) 4.11)
=(stspw)((s'<(spw))> (s>w)?)
=w((sta(s>w))> (s>w)b).

Now we know that, (where (s <w) (s <w)! = j)
stsaw = (st<a(spw))(s<aw) = sis
(sta(spw))(s<aw)(s<w)’ = sis(s aw)?
(sta(spw))jo(spw) =sis(saw)is (s>w)!
) ) . ) . (4.12)
(st<(spw))>(spw) =s's>((s<qw)'>(s>w)t)
= stspwl
—wi. O

Now we check that the construction in Definition 4.3 gives an almost Hopf algebra.
It is fairly standard to check that the product is associative and that the coproduct is
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coassociative. For Definition 3.1(iii), where j € Jg,

(€®id)A(s®5y,) = (e®id)( > S®6x®s<1x®5y)

u=xy
= > 55'®5;®59j®5, = > ss'®5;95805,,

u=jy u=jy

T(id@é)A(S@(Su):T(id@E)( > 5®5y®s<1y®6x) (4.13)

u=yx

:T< > 3®5y®(s<y)(s<1y)"®5j)
u=yj

=T( > 5®6y®ssi®6j> = > ss'®5;©580,.

u=jy u=jy

For Definition 3.1(iv), where j € Jyy and n € Jg,

'(rl®id)((j®5n)®(5®6u))

( z (j®5z)®(5®5u))

n=zzt

Z Ozsou JS®0y = Z Js®0bu,

n=zzt n=uul

(idenT((jodn) e (sedy)) = -(iden) ((s®d,)® (jodx))

=-<(S®5u)®( Z j®5z))= Z 6u,jl>zsj®5z

n=zzi n=zzt

= > Su:js®5.= > js®dy.

n=zzt n=uut

(4.14)
For Definition 3.1(v),
-(S®id)A(s®6u)—-(S®id)( > s®6x®(s<x)®6y>
Xy=u
= > ((59x)'®8(uyyi) ((s<9x) ®5y)
Xy=u
= Z 6(S>X)i’(s<]x)>y(sQX)i(qu)®6y (415)
Xy=u
= D S(on)i(sax)oy S S®Sy (4.16)
Xy=u

_ i _ i
= D 8,i,ys's®6, = > sises,,
Xy=u yiy=u
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where we have used Proposition 4.4 on (4.15), and applied (s <x)> to both elements
in 6(3>X)‘,(5<1x)>y in (416)

(id®S)A(s®6y)

-(id®S)( > S®6X®(S<1x)®6y>

xXy=u

D, (588:) (s 9XY) ® 6 (garypyi)

Xy=u

= Z 5x,((5<1x)<1y)i>((s<1x)>y)i5(S<]Xy)l®5((s<1x)l>y)i
xy=u

Z 5X’yi5(s qu)i@)(s((sqx)by)i (417)

Xy=u

= z 6X’yiSSl ® 6((5<1X)>y)i
xXy=u

i . .
z ss ®6((s<1y’)>y)"'
yiy=u

In (4.17), we have used the fact that u = xy = y'y € J;. Now change variable in
the sum from vy to z' = (s <y") > y. Then ((s <y <y)i> ((s<yi)>y)l = yi so
si>z = ', Then the condition on the summation is u = yy' = (si>z)i(si>z) = ziz.
This shows that the sums are the same, and that they have value n(e(s®dy)).

To show that A is an algebra map,

A((588,) (t860)) = A(Surovst 86y)

= > SutvSt®0x®SEAX®J,y

Xy=v

D> St®0x®StAX®5y,

xy=v=ticu

A(5®6u)A(t®6v)—( > s®6x®5<1x®6y)< > t®5xl®t<1x1®6y1)

XyY=u X1Y1=V

> (5®8x)(t®3x,)® (59X ®5y) (t<1x1®5y,)

XY=U,x1y1=v

> Sxtoxy Oy (taxy oy SE® Oy ® (s <1X) (L AX1) ® Sy,

XY=u,x1y1=v

= D Sxitexi Oytax))pn SE® Ox, ®SEAX] ® 5y,
XY=Uu,x1y1=v

D> St®3x, ®SEAX] ®0,,.

x1y1=v=ticu

(4.18)
To show that € is an algebra map, if u,v € Jg,
€(s®6,)e(t®5,) = (s5'®8,) (Lt ®8y) = 8y 1in, SS L ® S,
=Sy pSttist®8, = 8y (st)(st) ®65,, (4.19)

€((s®6u)(t®6y)) = €(OuvSt®dy) = 6u,v(5t)(5t)i®5v-
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If u ¢ Jg or v ¢ J; then both expressions give zero. To show that n is an algebra map,

n(j®6n)’7(jl®5n1)_( > j®5z)< > jl®6x)

zzi=n xxi=ny

Z 5z,j1|>xjj1 ®6X

zzl=n,xxi=n

= Z 6z,xjjl ® 5x
zzl=n,xxi=n, (4.20)

> jhed:,

zzl=n=n,

r)((j®5n)(jl®5n1))=n(5n,jl>n1jjl®5n1)
= Z 6n,n1jj1®6z-

zzl=ny

PROPOSITION 4.6. The map S reverses the order of the product and coproduct.

PROOF. For the product,

S((586u) (t®6y)) = S(SurpvSt®6y) = Sutov (SEIV) ® (i

= Suten (59 (E>V)) (E9V)) @8 (o 0

= Surew (s U (E<V)) @6 (g1 i

= Sutov (E<V) (S AU @ 8 (51 (4.21)
St®8,)S(s®8u) = (t<V) @3 (10y)i) (s AU ® S (501
= 8ot sawyiv (s (E V(S <SU) ®@ 8 g1y
=S (tpu)ii (EV) (S <U) T ® S (g0
For the coproduct,

TAS(s®6,) = TA((sAU) @5 (4p0)i)

= > (squ)'<ax®8,®(s<au)'®dy,
xy:(sbu)i (422)

(S®S)A(s®0y)

Z (S<]U)i®6(5>v)i ® (S<]u)i®6((s<w)l>w)i.

Tw=u

Now we set x = ((s<v)>w)! and v = (s>v)! in the first expression, and observe
that we get the second expression. O

PROPOSITION 4.7. Let S; be the restriction of S to Hj, which is just S;(j® 6,) =
ji®6,i. Then €S = Sje and Sn = nSs;.

PROOF. This is fairly simple, and is left to the reader. O
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5. The meromorphic loop group. In this section, we continue with the meromor-
phic loops introduced in Example 2.3. Any invertible meromorphic function ¢ : C,, —
M,, (C) which is unitary on the real axis can be written as a constant matrix times a
product of factors of the form

by p(\) =Pt 4 A& (5.1)
’ A—«

where @ € C\R and P is a self-adjoint projection in M, (C). Define the sets
G={¢:p(x) =1, ¢p(A) has no singularities for im(A) > 0},
Jo ={¢: p() =1, ¢p(A) has no singularities for im(A) > 0,

¢ is a scalar function times the identity matrix},

5.2
M = {¢ : Pp(x) =1, $(A) has no singularities for im(A) < 0}, -2

Ju = {p: Pp() =1, $(A) has no singularities for im(A) < 0,

¢ is a scalar function times the identity matrix}.

The normalization ¢ (o) = 1 just means that we can forget about the constant factor.
Define the i operation by

; A—&
(I):X,P()\) = mPL-FP, (53)
and extend this to products of basic loops by reversing order, that is, (d¥)! = ¥idi. It
is not too difficult to show that (G, Js) and (M, Jy) are almost groups, with the usual
matrix multiplication.

DEFINITION 5.1. We define the actions > and < by reversal of order of multi-
plication, that is, for s € M and u € G choose s>u € G and s <u € M so that
su=(ssu)s<u).

Here we must issue a warning; there is no uniqueness of factorisation. To factor a
meromorphic loop ¢ we can use the procedure in [1] to write ¢ as a product of basic
loops, choosing the lower half-plane poles first, ¢ = su. There are other possible
factorisations of the form ¢ = s'u’, where s’ = st € M and u’ = t 'u € G, all we
have to do is to take t with all poles in the upper half-plane, so t~! has all poles
in the lower half-plane. This occurs because G and M are not groups, as they are not
closed under the inverse operation. To get round this, we always choose a factorisation
with the minimum number of basic factors. It is also possible to have ambiguities
in the factorisation where poles coincide or are at complex conjugate positions (as
noted in the proof of the following proposition). Strictly we should restrict our results
on actions to the dense open set of loops which have no multiple poles or poles at
complex conjugate positions. We will assume this for the rest of the section (with the
exception of the next proposition).

We can calculate the actions on the basic factors by the next result. The actions on
products of basic factors are calculated by successive reversals of factors, a procedure
which does not increase the number of factors. In fact, s> u has exactly the same pole
positions as u, and s <u has exactly the same pole positions as s.
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PROPOSITION 5.2. Suppose that 0x(A) = (A-&)/(A— ) and 0g(A) = A=B)/(A-B),
where «x and  are in different half-planes (in particular « + ). Then

(Pf‘ + 90(P1) (PZJ‘ + ngpz) = (P:f + 9,;P3) (Pi‘ + 90(P4), (5.4)
where (if we put V; to be the image of the projection P;)
V3= (P{+0a(B)P1)Va,  Vi=(P5+05'(c)P3)V1, (5.5)

ifB+& andif =& wegetP3=1—P; and Py =1—P-.

PROOF. We know P; and P,, and we want to get P; and P,. If & = j3, we have (P +
0« (B)P1)V> = V3 and (P35 + 0g(x)P3)Vy = Vi, which implies V4 = (P5 + 951 (x)P3) V.
Butif B = & there is a problem, because 0 () is not invertible. If = &, we know that
O0x(A) =1/6g(A). Then setting z = 04(A), we can write the factorisation as

(P} +zP1)(P2i+%P2> = (P§+%P3)(P4f +2zPy), (5.6)

which can be rearranged to give

(Pr+2p) (P 22s) = (P 2m) (o 2s). (5.7)
z z z z

By separating powers of z we get Py = P3+ P, — P, and (P; — P,)P3 = P>(P; — P>).
In the case where P; — P is invertible, we can define P; as the unique solution to
(Py —P>)P3 = P>(P; — P»), and this will then give a unique value of Ps. From substitut-
ing in the equation we see that these unique solutions are P3; =1—P; and Py =1 —P>.
To preserve continuity, we define these to be the actions even if P; — P, is not invertible.

O

PROPOSITION 5.3. The meromorphic loop almost groups (G, Js) and (M, Jy), with
the actions and i operation specified, form a matched pair.

PrROOF. Consider the associativity of the multiplication stu where s,t € M and
u € G. Then,

s(tu) = (st)u=(st>u)(st<u) =s(tu)(t<u)
=(s>(tou)(s<(t>u))(t<u). (>.8)

By the uniqueness of the factorisation (on the open dense subset referred to earlier),
we see that s> (t>u) =st>uand (s<(t>u))(t <u) = st <u. Similarly, for all s e M
and u,v € G, we have

(su)v =s(uv) = (spuv)(s<uv) = (s>u)(s<u)v
=(Gsou)((s<u)>v)((s<au)<v) 59

which gives (s>u)((s<u)>v) =s>uv and (s<u) <v =s<<uv. Also, for all j € Jy
and u € G, we have ju =uj = (j>u)(j<u), which gives jou =u and j<u = j.
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Similarly, for all j € J; and s € M, we have sj = js = (s> j)(s < j), which gives
s> j=jand s<j=s.Finally, for all s € M and u € G, we have

(sw)i=uisi = ((spu)(s<u)) = (s<u)i(s>u)’

. ) ) (5.10)
= (s<aw)ic (spu)i) ((s<au)ia(s>u)l).
By the uniqueness of the factorisation, we see that
(s<u)ie (s>u)t =ul, (s<au)i<a(s>u)t = st (5.11)
O

6. Duality. We take (G, J¢) and (M, Jir) to be amatched pair of finite almost groups.
There is a dual almost Hopf algebra H = k(M)»ikG to H = kM>4k(G) with basis
0s;®u where s € M and u € G, with Jyr = k(Jy)»<kJg. The explicit formulae for this
almost Hopf algebra are as follows:

(650U) (6 ®V) = Ssau (6s@UV),  A(Ss@u)= >  5,9b>ues,ou,
a,pbeM:ab=s

0, if s & Ju,

S(Os®uU) =0 oyi®(s>pu), e(dsou)= ,
(s ) sawi @ ) (s ) <|65®uul, if s € Ju,

nsjen)= > S.en.

aeM:j=aal
(6.1)
The dual pairing between H’ and H is given by
(650U, t®5y) =510u- (6.2)

PROPOSITION 6.1. The almost Hopf algebras H = kM><k(G) and H' =k(M)wikG
are dual to each other.

PROOF. First we check that the counits and the units are dual to each other:

(€(05®U),j®0n) = 05,j0yyin

(5;0u,n(j®sy)) = <6S®u, > j®6z> = 85,1 uuin,

n=zzi

(6j@n,e(s®6y)) =0 idOnu ©6.3)
(n(s;@en),s®dy) = < > '6z®n,s®6u> =8 ssiOnu-
j=zzi
Now we check the antipodes
(S(6s0U),t®6y) = (S (5au)i ® (SPU,E®Ey) = 6 (s au)itO (smu)is 6.

(55 ®u,5(t®6v)> = <65 ®u,(t<1v)i®5(»v)i) = 65,(t<v)i6u,(tl>1l)i’

and these are the same by the original definition of the actions. It is left to the reader



714 F. R. AL-SOLAMY AND E. J. BEGGS

to check the product and coproduct, that is,

(6.5)

((6s50u)(6:®V),r®0y) =((6s0uU)®(6:®V),A(r®dy)),
) O

(650U, (t®5,)(r®dyw)) = (A(S;0u),(t®6,)® (r®dy)).

7. The * operation. We take (G, J;) and (M, Jy) to be a matched pair of finite al-
most groups, and continue with the notation of the last section. We define a % opera-
tionon H by (s®3,)* = s® 8., on the basis elements, extended to a conjugate-linear
map from H to H.

PROPOSITION 7.1. The x operation reverses the order of multiplication.
PROOF. Applying the * map to a product,
(5©8,)(t®6,))" = (Gursvst®5y,)™
= 6u,t|>v (St)i ® Ostov,

(t®8,) (5®6y)" = (t'®8100) (s'®Sspu)

. (7.1)
= 5tl>v,si>(s>u)tlsl ® Ospu
= 6tl>v,5i51>u(5t)i ®Sspu
= 5tl>v,u(5t)i®5s>(tl>v)- O
PROPOSITION 7.2. The % operation preserves the comultiplication.
PROOF. Applying the * map to a coproduct,
A((s®8,)") = A(s"®spu)
= > slescesiaxed,,
Xy=s>u
. * (7.2)
(A(s®8y))" = ( D> s®8y, ®5<dX] ®6y1>
X1)Y1=u

i i
D> 1@ 0smx, ®(59X1) ® 8 (saxy oy -
X1Y1=u

Since s>u = s>x1y1 = (s>x1) ((s<x1) > 1), if we consider x = s> x; (i.e., x; = si>x)
and y = (s <x1) >y (e, y1 = (s <9x7)' > y) we see that the two sums are the same.
O

PROPOSITION 7.3. The *x operation preserves the unit, counit, and antipode.

PROOF. For the unit,

(n(j®6n))*=( > j®5z) = > ji®dp.= > jed:,

zzl=n zzl=n zzl=n (7.3)

n((jedn) ) =n(j'®dm) = > jieds.= > jed..

zzi=jon zzl=n
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For the counit,

6((S®6u E(S ®6s>u

0, if spuéjg

{s $Q®0soy, ifs>ue]jg
{ (7.4)

0, ifuéJje
sis®6y,, ifuelje

=(e(s®d,))".

For the antipode,

(S(s®64))* = (s 94u) 8 (gpuyi)

=((s <”’L)l)l ®6(s<1u)il>(s>u)i
=(s<Au)®6,,

S((s®68u)") =S(s'®B5ou) (7:5)
= (Si (s> u))i ® 6(si|>(3>u))i
= (sT (s> W) ® 8 sigopyi

=(s<AU)®0,i,
as si<(s>u) = (s<u)t (just apply <i(s>u)’ to both sides). O

8. Mutually inverse matched pairs. Here we discuss a property motivated by the
meromorphic loop example discussed earlier.

DEFINITION 8.1. The matched pair (G, Jg) and (M, Ju) is said to be mutually in-
verse if the following conditions hold:
(i) the doublecross product G > M is a group, with identity e = (eg,en) € Jo X JIum
and inverse operation x — x1;
(i) forallse M, s 'eGandalsoforalueG,u! e M;
(iii) the map inverse: J¢ — Ju is a 1-1 correspondence;
(iv) forall x e G M, (x )i = (x")‘l'
(v) forallseMandueG,u'vs!=(s<u)tandu'l<s !t =(s>u) L

Note that from Definition 8.1(i) it can easily be seen that e is an identity for G,
and that e is an identity for M. We can then imbed G € G < M by u — (u,ep) and
M Cc G M by s — (eg,s). Then Definition 8.1(ii) can more properly be written as
(u,en) ™t = (eg,u™1) and (eg,s) ! = (s71eym).

EXAMPLE 8.2. The meromorphic loop almost groups defined in Definition 5.1 form
amutually inverse matched pair (with the usual caveat about densely defined actions).

The doublecross product just consists of meromorphic loops which are unitary on
the real axis, with the usual pointwise multiplication. On the single pole factors the



716 F. R. AL-SOLAMY AND E. J. BEGGS

inverse is

— Y 71 —
(PL+?\_—2P> =Pi+g—“P, (8.1)

so that a factor with a pole in the upper half-plane has an inverse with a pole in the
lower half-plane, and vice versa. It is fairly easy to check that (x~!)! = (x?)~! from
this formula.

If we take a factorisation su = (s>u)(s<u) (where s € M and u € G), and take the
inverses of both sides we get u~'s ! = (s<u) ' (s>pu)"L.Butu!' e M and s~! € G,
soulst=(ulosHwm'ltas!). Asboth u!>s"! and (s <u)~! have the same
pole positions we see that u™'>s7! = (s<u)™!, and similarly, u=' <s7! = (s>u)"!.

DEFINITION 8.3. In the case where we have a mutually inverse matched pair of
finite almost groups, we define the map T : H = kMp<k(G) — H = k(M)»<ikG by
T(s®6y)=06,1®s L and Ty: Jg — Jar by Tj(j®6p) =6,-1 9571,

PROPOSITION 8.4. The map T reverses the order of both multiplication and comul-
tiplication.

PROOF. For multiplication,

T((S®5”)(t®5v)) = T(5u,t>v5t®5v) = 5u,t>v5u71 ® (St)_ln
T(t®6v)T(S ®6u) = (61/’1 ®t71) (6u’1 ®Sil) = 6v*1<1t*1’u*1 511*1 ®t71571 (82)
=8(tpv)-1,u-10p-1® (st)~h

For comultiplication,

(TeT)(A(s®5y,)) = (T®T)< > s®5x®s<x®6y>

Xy=u

= D> 5,185 185,18 (s<ax)],
xXy=u

(8.3)
TA(T(s®68,)) = TA(S,-1 @571 = T( > Saebesles, ®5‘1)
ab=u-1
= > &pes'ed.ebrs!,
ab=u-1
which can be seen to be the same on substituting a = y~' and b = x~!. O

PROPOSITION 8.5. The map T preserves the antipode and *-operation, where * on
H' is defined by (6s @ U)* = S5y @ Ul.

PROOEF. For the antipode,

ST(s®8y) =S(8,-1857 1) = 8ot gyi® (U >s)’
:6((S>u)*‘)i®((5<‘u)71)i; (8.4)

TS(S@éu) = T((S <1u)i®6(sbu)i) = 5((S>u)i)_1 ® ((S<1u)i)71.
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For the x-operation,

i

(%0T)(5868y) = % (6, 1©5 1) = 510518 (s7) = 8oy ® (s71)',

. o ) (8.5)
(Tox)(s®8,) = T(s'®su) = S(souy-1 8 (1) ' = S(sny-1® (s71)". .
PROPOSITION 8.6. The maps T and T; preserve the unit and counit.
PROOF. For the unit,
Tn(j®6n)_T( z j®6z> = Z 62*1®J’71;
zeGizzi=n z€G:zzl=n (8.6)
nTJ(j®5n):n(5n*1 ®j71) = Z 6a®j71,
aeM:aat=n"1
and these are the same by putting a = z~1.
For the counit, if u € Jg,
€T(s®8,) =€(8,-19s ) =8,.19s (s ) =5,18(s's) ",
_ ) (8.7)
Tie(s®8y) = Tj(ss'®8y) = 61 @ (ss1) ' =8,-1 0 (sis) .
If u ¢ J; then both expressions will give zero. |

THEOREM 8.7. The almost Hopf algebra H = kM4k(G) is self dual by the map
S T
H-H-—H'.

PROOF. We have seen that both S and T reverse the order of the product and co-
product, and preserve the unit, counit, and antipode. Further, both S and T are invert-

ible.

|
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