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FACTORS OF INFINITE SERIES
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ABSTRACT. A general theorem concerning some absolute summability factors of infinite
series is proved. This theorem characterizes as well as generalizes our previous result [4].
Other results are also deduced.
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1. Introduction. Let > a, be an infinite series with partial sum s,. Let 0';2 and n‘fl
denote the nth Cesaro mean of order 6(6 > —1) of the sequences {s,} and {na,},
respectively. The series > a,, is said to be summable |C,d|k, k = 1, if

)

k
nk-1 ‘ ol o), ’ < 00, (1.1)
n=1
or, equivalently,
- k
Zn1|r'n| < 0. (1.2)
n=1

Let {p,} be a sequence of positive real constants such that

n
Py=> py— o asn— . (1.3)
v=0

The series > ay is said to be summable |N,py|,, k = 1, if (Bor [1])

o0 p k-1
> (") | Ty — Tyt |* < o0, (1.4)
n=1 \Pn
where
n
Tp=P;' > pusy. (1.5)
v=0

For p, = 1, |N,px |, summability is equivalent to |C,1]|, summability. In general,
the two summabilities are not comparable. Let {@,} be any sequence of positive real
constants. The series >, ay, is said to be summable | N, py, @ |4, k = 1, if (Sulaiman [4])

@5 Ty = Tnoy |* < 0. (1.6)
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Clearly,

P,
N, y
N,

k:|ﬁsp"|k1 IN.Ln|=[C1];. (L.7)

THEOREM 1.1 (Sulaiman [4]). Let {pn}, {gn}, and {®,} be sequences of real positive
constants. Let t,, denote the (N,p,)-mean of the series > ay. If

0 P k q k
n n k—1 k k
— —_— € At,,— < 00,
z(p) (Qn) P en ¥ Aty |
S @k e Aty ¥ < o, (1.8)
n=1

o0 P k
n=1 p‘l’L

then the series Y, an€y is summable |N,qn, Pn |, k = 1, Wwhere Afy, = fn— fns1 for any
sequence { fn} and

Qn=> qy—o asn—o (q-1=Q-1=0). (1.9)
v=0

2. Lemmas

LEMMA 2.1 (Bor [1]). Let k > 1 and A = (ayy) be an infinite matrix. In order that
A € (k%) it is necessary that

any = 0(1) (alln,v). (2.1)

LEMMA 2.2. Suppose that €,, = O(fngn), fn, Gn = 0, {€n/fngn} monotonic, Ag, =
O1),and Afy, = O(fn/Gn+1). Then A€, = O(fy).

PROOF. Let ky, = (€,/fngn) = O(1). If (k) is nondecreasing, then

A€n = knfugn—kni1fni1gns1
< knfugn—knfni19n+1
= knA(fngn) = kn(fudgn+gni18fn), (2.2)
|Aen| = O(fulAgnl)+0(gni |Afnl)
=0(fu) +0(fn) =O0(fn).

If (ky,) is nonincreasing, write V£, = fu+1— fu,

Ven = kn+1fni19n+1 —Kknfngn
< knV(fngn)
=kn(fuVgn+9ni1Vfu),
|Aen| = [Ven| =0 (fulVan|) +0(gn1 |V fnl)
=O0(fulAgn|) +0(gns1 |Aful)
=0(fn) +O(fn) = O(fn)- =

(2.3)
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3. Main Result. We state and prove the following theorem:

THEOREM 3.1. Let{pn}, {gn}, {ctn}, and {Bn} be sequences of positive real numbers
such that

{‘Baq"} is nonincreasing; (3.1
;nQn = O(Pndn); (3.2)

1% (f(i) Hl/k)en} is monotonic; (3.3)
A(%:) =0(1); (3.4)

— 1-(1/k) D o\ R
Al ER ”) =0 W(") ) (3.5)
{Pn<3n } PyQni1 \ Bn
Then the necessary and sufficient conditions that >, an€e, be summable |N,qn,Bn |y,
whenever Y. a,, is summable |N,py, &y, | wk=1,are

€n = O{ann (B )1 (Uk)}, (3.6)

p x 1-(1/k)
A€y = {Pnl (Bn) ]» (3.7)

PROOF. Write

n
T, = 1(1/k)< an ) Ayey,
n Bn QnQn ] Z v 1@y €y

v=1

(3.8)

n

th = &l (1/"( ) ay,
PnPnl Z o1

n
Qu-1
va—lav e,

- q
Ty = ,8# o ( P, .

QnQn-1

[nzl T (prflar)a(@) + 3 (Prray) (%"len)]

v=1r=1 Py-1 €y r=1 n-1

n

— gL-(/k) ( an
n

n

)2
za)
)

_ pl-(1/k) qa
Bn (QnQn 1

S PyPy o114 —dv PvQuevr Qo
v v Pvfl Pvflpv Pv

v €y + +— A€y
1 v

v=
(g ) B g
QnQn 1 Pn Pn

_ pl-(1/k) __9n qu x0Tt e,
B QnQn-1 vz_:l{ Pv

P
+ a0ty ey + 71;7(2” cx{,”k)lthev}
v

Pnan K01 117k
4+ — tn€n
ann B
3.9)

Let us denote the above form of T, by T3 + T2 + T3 + Tna-
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By Minkowski’s inequality, in order to prove the sufficiency, it is sufficient to show
that >5_; | Ty |¥ < 00,7 = 1,2,3,4. Applying Holder’s inequality,

m+1 m+1 a n-1 —q k
Z |T‘I’L,l‘k — Z }l—(l/k) n Z v on(gjl/k)—ltv€v ’
n=2 n=2 QTLQ"*I v=1 pv

m+1 k 1 n-1 P k . o1
Wl v 1-k v
nzZB (Q‘Vl) Q_n,1 vglqv<pv> &y |tv |Ev| <|z }

m+ k
<o(1)vzlqv(m> kel el 3 g ) L
- Z (P> el (s ”’“)H N
v=1 v va QnQn71

n=v+1
k k-1
= APy \ (Bu Kook
_o<1>vzl(va> (a) 1t ¥ lew |,

o |ty

m+1 k
T 1-(1/k)___4n (x(”k “1Q,tye
Z | n2| ;2 n QnQn 1, Z Qv v
m+1 k = .
:ZBI;LI(%) ZO(Ik<Qv> Qv|tV< |€v| {qu}
= Qn Qn 1 v v=1 n-1
[ Qu !
<o Y "() ol le ( )
vgl Yo\ vt et n %HB Qn/ Qna
m k ) . a k-1 m+1 a
=0(1) Y o}k (“) | e ( “) 00
v§1 ! dv wlte["en] T\ By Qu n§+l QnQn-1
m k-1 k k
:0(1)2(—”) 6] €]
v=1 Oy
m k k k-1
P, av ) (Bv) k k
—0(1) dv 2 t €v| ,
20) (@) @) wte
m+1 . m+1 a nlp 1 “
T _ k) __dn T Tvel 6 (7R -1p A ‘
< | n,3| 712::2 Bn QnQn_1 vgl Pv Qvety o

m+1 k n-1 k k
k-1( dn 1 Pvl) 1-k (Qv)
= nzz:z Bn (Qn) Qn-1 vgl dv ( Pv % qv
k-1
x|ty |¥ ] A€y | 12 v }

m m+1 k
~om 3 an (P ) (LY b Hae S g () L

qv n=v+l

m k k k-1
oy (Pt} (L) e s (20 )

Pv qv
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m k k-1
=0(1) > (P;1> (BJ> [ty ¥ Aey |,

v=1 v
m+1 m k k-1
Y Tsl =0 X (2280 ) (B2) 1, e
o> 2\ PnQn On

(3.10)

Sufficiency of (3.6) and (3.7) follows.

NECESSITY OF (3.6). Using the result of Bor in [2], the transformation from (t,)
into (T,) maps €* into £* and, hence by Lemma 2.1 the diagonal elements of this
transformation are bounded and so (3.6) is necessary.

NECESSITY OF (3.7). This follows from Lemma 2.2 and the necessity of (3.6) by
taking

1-(1/k)
_(Pn\(&n _Qn
fn_(Pn)<Bn) s gn = an (3.11)

4. Applications

COROLLARY 4.1. Suppose that the conditions (3.1) and (3.2) are satisfied. Then the
necessary and sufficient condition that 3 a,, be summable |N,qy, Bn|x, Wwhenever it is
summable |N,py, &nlx, k=1, is

Poa N 1-(1/k)
e ¢ ") . (4.1)
PnQn { ( Bn
PROOF. The proof follows from Theorem 3.1 by putting €;,, = 1 and noticing that
we do not need the conditions (3.3), (3.4), and (3.5) as A€, =0 for €, = 1. O

COROLLARY 4.2. Suppose that (3.2) and (3.4) are satisfied, {(Pnqn/pnQn)V¥e,} is
monotonic, and

1-(1/k) 1-(1/k)
A W(R@Qn) -0 annH(PnQn) 4.2)
Py \ pnQn PpQni1 \ pnQn
Then the necessary and sufficient conditions that > an€, be summable |N,qy|x when-
ever > a, is summable |N,p, |, k = 1, are

Q) 1/k p Poa 1-(1/k)
€n=0 ""} ,  Aep= n ("”) . 4.3)
" { Pnan " {Pn—l PnQn
PROOF. The proof follows from Theorem 3.1 by putting &, = Py /Pn, Bn = Qn/qn-
O

COROLLARY 4.3 (Bor and Thorpe [3]). Suppose that p»Qyn = O(Pnqn) and Pnqy, =
O(pnQn). Then, the series > a, is summable |N,qy | if and only if it is summable
|N,Vn|ky k=1.

PROOF. The proof follows from the sufficient part of Corollary 4.1. O
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REMARK. It may be noticed that (3.4) can be replaced by

QnAdn = 0(qndn+1), (4.4)

as

an dn  dn+1

_ QnAdn 1
Andn+1
<14 Qn|AQn|.

Andn+1

()

_ | 9n+1 Qn—aqn(Qn+adn+1)
Andn+1

(4.5)
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