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ABSTRACT. We investigate some properties of Urysohn-Stieltjes integral operators. The as-

sumptions will be formulated under which the operators in question transform the space of coati-

nuous functions into itself or in the space of functions of bounded variation, are continuous or are

compact. The solvability of an integral equation of Urysohn-Stieltjes type will be also discussed
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1. INTRODUCTION
It is well-known that integral operators of various types create an important subject of numer-

ous mathematical investigations and are often applicable in mathematical physics, engineering,
economics and so on (cf. the following monographs. Burton [1}; Krasnosel’skii et al. [2]; Ladde et

al. [3], Tricomi [4]; Zabrejko et al. [5]).
The goal of this paper is to study the integral operators of Urysohn-Stieltjes type with kernel

depending on two variables. Obviously operators of this kind contain as the special cases several

integral operators frequently considered both in the theory of integral equations and in nonlin-

ear functional analysis. Let us mention, for example, the classical linear integral operators of

Fredholm type or the nonlinear integral operators of Hammerstein or Urysohn type considered by
Krasnosel’skii et al. [2]; Tricomi [4] and Zabrejko et hi. [5], among others.

On the other hand in the literature one can meet several papers or books devoted to the study

of integral operators of Stieltjes type with kernels of integrals involved depending mostly on one

variable (see, for example, Sitzer [6]; Chen et al. [7]; Macnerney [8} and Mingarelli [9]).
It is worthwhile to mention that some special cases of the integral operators of Urysohn-Stieltjes
type with kernels depending on two variables can be encountered in the theory of differential

equations with retarded argument, especially in Mygkis sense (cf. Bielecki [10], D1/2otko [11, 12],
Ladde et al. [3], Lovelady [13] and Mykis [14]).

In this paper we are going to consider several classical properties of the Urysohn-Steltjes
integral operators. Particularly, we will study the conditions guaranteeing that operators of this

type transform the space of continuous functions into itself, into the space of bounded functions

or into the space of functions with bounded variation. We investigate also some other propertms
of operators in question such as continuity or compactness. The results obtained will be applied
to the study of the solvability of an integral equation of Urysohn-Stieltjes type.

The investigations of this paper form a continuation of the study from the paper of Bana
and Dronka [15], where we have considered the integral operators of Fredholm-Stieltjes and

Hammerstein-Stieltjes type Moreover, we correct some errors made in the above quoted paper
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The results of the present paper generalize several ones obtained previously in the papers of

Bana and Dronka [15], Bielecki [10]; Chen et al. [7]; D]otko [11, 12]; Krasnosel’skii et al. [2],
Ladde et al. [3], Mingarelli [9]; Mykis [14] and Zabrejko et al. [5], among others.

2. NOTATION DEFINITIONS AND AUXILIARY FACTS
In this section we present a few auxiliary facts needed in the sequel of the paper.

Let x be a given real function defined on the interval [a, b]. Denote by Vx the variation of x on

the interval [a, b]. If Vx is finite we say that x is of bounded variation on the interval [a, b].

The fundamental properties of functions of bounded variation may be found in Dunford and

Schwartz [16] and Natanson [17], for example
In the case we consider a function of two variables u(t,s) u [a,b] x [c,d] R then the

symbol V u(t, s) indicates the variation of the function u(t,s) on the interval [p, q] C [a, b],

where s is an arbitrarily fixed number in [c, d].

In the same way we define the quantity V u(t,s).

In what follows let x, [a,b] R be bounded functions. Then, under some additional

conditions formulated, for example, in Dunford and Schwartz [16] and Natanson [17], we can

define the Stieltjes integral

/ x(t) d(t)

of the function x with respect to the function . In this case we say that x is Stieltjes integrable

on the interval [a, b] with respect to .
Let us recollect two basic cases of Stieltjes integrability. Namely, if we assume that x is

continuous and of bounded variation on the interval [a, b] then x is Stieltjes integrable with

respect to on [a, b]. Moreover, under the assumption that x and are of bounded variation on

[a, b] the Stieltjes integral f x(t) d(t) exists if and only if the functions x and have no common

points of discontinuity.
Now we provide a few properties of the Stieltjes integral which will be used further on.

The first property is formulated in the following lemma which may be found in Mykis [14] and

Natanson [17].
LEMMA 2.1. If x is Stieltjes integrable on the interval [a, b] with respect to a function of

bounded variation then

Moreover, the following inequality holds

_< I (tll

The inequalities between Stieltjes integrals are described in the next two lemmata.

The first one comes from Mykis [14].
LEMMA .2. Assume that x and x_ are integrable on the interval [, b] with respect to a

nondeereasing function o and x(t) <_ ze(t) for [a, hi. Then
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LEMMA 2.3. Let z be a nonnegative function on the interval [a, b] which is Steiltjes integrable
on this interval with respect to functions 1 and 2. If 2 1 is nondecreasing on [a, b] then

The proof is a simple consequence of the definition of the Stieltjes integral and is therefore
omitted.

REMARK. In the paper of Bana and Dronka [15] instead of Lemma 9.3 the following result
has been used (cf. Lemma 5 in the mentioned paper):

Let x be a continuous and nonnegative function on the interval [a, b] and let i, = be nonde-

creasing on [a, b] and such that i (a) =(a) and I (t) _< 9=(t) for each E [a, b]. Then

Unfortunately this result is not valid. In order to show this let us take the following functions
defined on the interval [0, 1]:

Then

t,

] 0 for =0
(t)

for tE(0,1],
0 for t[0,1/2z(t)=
2t-1 for t[1/2,1].

0

By this reason some results given in Bana and Dronka [15] are not correct. In this paper we

provide improved versions of those results.

For our further purposes we will need some properties of the so-called superposition operator
(cf. Appell and Zabrejko [18]). In order to define this operator assume that f: [a,b] x R R is

a given function. Then to every function z defined on [a, b] we may assign the function (Fz)(t)
f(t,z(t)), [a,b]. The operator F defined in this way is said to be the superposition operator

generated by the function f(t,z).
Now, let us denote by C[a, b] the space of all continuous functions acting from [a, b] into R

with the standard maximum norm.

Then we have the following result which may be found in Appell and Zabrejko [18].
LEMMA 2.4. Let F be the superposition operator generated by the function f [a, b] x

R R. Then F transforms the space C[a, b] into itself and is continuous if and only if the

function f is continuous on the set [a, b] x R.

3. INTEGRAL OPERATOR OF URYSOHN-STIELTJES TYPE
Let I be a bounded and closed interval in R. In what follows we will always assume for

convenience that I [0,1].
Denote by B(I) the Banach space consisting of all real bounded functions on the interval I with

the supremum norm I1" II. Similarly, C(I) denotes the space of functions being continuous on

I with the same norm. Moreover, let BV(I) be the Banach space of real functions of bounded

variation on the interval I and normed in the standard way.

Suppose that g I I R is a given function which is subject to the following conditions:



82 J. BANA

(i) the function g(t, s) is of bounded variation on I for each fixed s 6- I,
(ii) for every 6- I the function s g(t, s) is of bounded variation on I.
Now, let us take a real function z z(t) being defined and continuous on the interval I.

Under these assumptions we can consider the function Sz defined on I by the formula

(Sx)(t) /x(s) dsg(t, s),
0

where the symbol ds indicates that the integration is taken with respect to s.

Observe that for a fixed 6- I the function x x(s) is Stieltjes integrable with respect to

the function s g(t,s) which is a simple consequence of the criterion of Stieltjes integrability
mentioned in the previous section. Thus the function Sx is well defined on I.

Now we provide a collection of assumptions imposed on the function g g(t, s) which will be

used in the sequel.

(iii) the function g is bounded from above on the set I x I.
Observe that under the assumption (iii) we can consider the function G I R defined by

() ,p (t, ).
O_<t_<l

We will further assume that

(iv) for each fixed 6- I the function s G(s) g(t, s) is nondecreasing on the interval I,
(v) for all tl,t2 6. I such that tl < t2 the function s g(t,s)- g(t,s) is nondecreing on

the interval I,
(vi) g(0, s) 0 for any s e I,

(vii) the fction V g(t, s) is bounded on the interval I
0

(viii) the functions g(t, 1) and g(t, 0) are continuous on I.
REMA. Let pay attention to the fact that from the sumptions (v) and () follows

that the fction s g(t, s) is nondecrsing on I for each ed I. Obously in ts case the

function G(s) is also nondecreasing on I.
In order to illtrate the sumptions (iv) and (v) and some relationships betwn these as-

sumptions we prode a few exampl (cf. also mk given above).
EXAMPLE 3.1. t g(t, s) a(t) +b(s), where ad b are bounded fctions on the interval

I [0, 1]. Then it is ey to check that g satisfies the assumption (iv).
EXAMPLE 3.2. Take g(t, s) a(t)b(s), where a is bounded and b is nondecreing on I

Then it is eily sn that g satisfies (iv).
EMPLE 3.3. Put g(t, s) (t + s) for t,s I. It may be shown that this function

satisfies both sumption (iv) and (v).
EXAMPLE 3.4. Assume that the fction g(t,s) is nondecreasing with respect to and

satisfies the sumption (v). Then we can show that g satisfi aim the sumption (iv).
EXAMPLE 3.5. t g(t,s) (1 t)s + for t,s I. It may be eily shown that g is

nondecreasing th respect to both variablm and s but it do not satisfy the sumption (iv).
EXAMPLE 3.6. t g(t,s) a(t)b(s) for t,s I. Supp that a is decreasing and b is

increing on the interval I. Then we can show that g verifi the sumption (iv) but does not

verify the sumption (v).
On the other hand if we sume that both a and b are dreing on I then we may prove that g

satisfi the sumption (v) but does not satisfy the assumption (iv).
Now we are going to formulate the assumptions describing the properties of the function

u u(t, s, x) which will be nsidered in o study.

Namely, we assume the follong hotheses.
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(ix) for every I the function (s,x) u(t,s,x) is continuous on the set Ix R,
(x) the function u is continuous on the set I x I x R,
(xi) there exists a positive constant K such that

I(t,s,)l _< K(I + Il)

for all (t,s,x) I x Ix R.
Let us mention that under the assumption (ix) we can consider the function wT(t, ) which is

defined for each T >_ 0 and e _> 0 in the following way

WT(t,e) sup {[u(t,p,x) U(t,q,y)[ p,q I, [p-- ql <-- e,

In what follows we will use the additional assumption concerning the function u(t,s,x) being

stronger than the assumption (ix):
(xii) for any T > 0

lim / sup Wr(t,e)} =0.
-,0 (0<t<1

The last assumption which will be taken into account is the following one.

(xiii) there exists a function v(t, s) v ! ! R which is continuous with respect to s for

eny ! and of bounded variation with respect to for each I and such that

lu(p, s,x)- u(q,s,x)l < I(V, )- v(q,s)l" I=1

for all p, q, s I and for every x R. Moreover, the function s V v(t, s) is Stieltjes integrable
t=O

with respect to the function G(s) defined above.

Now we start with the study of the properties of the Urysohn-Stieltjes operator U given by
the formula

/u(t,s,x(s)) d,g(t,s) (t I)(v)(t)
0

for each real function x x(t) defined and continuous on the interval I.
Throughout this section we will always assume that the functions g g(t, s) and u u(t, s, x)

satisfy the assumptions (i), (ii), (v), (vi) and (xi).
Other additional assumptions will be quoted in theorems and corollaries which we are going to

prove below.

The first property of the operator U defined above is connected with the bounded variation.

THEOREM 3.1. Assume additionally that the hypotheses (iii), (iv), (ix) and (xiii) are

satisfied. Then the operator U transforms the space C(I) into the space BV(I).
PROOF. Let us fix an arbitrary partition 0 to < tl < < t, of the interval I. Then,

for any fixed function x C(I) we get

I(Ux)(t,) (Uz)(t,_)l <
t=l

<_ _. u(t,,s,x(s)) d,g(t,,s)- u(t,_,s,x(s)) dsg(t,,s) +
,=I 0

+

__
u(t,_,s,x(s)) d,g(t,,s)- u(t,_l,s,z(s)) dsg(t,_,s)

=1 0, u(t,,s,=(s)) u(t,_,s,z(s))] a(t,s) +

+ , u(t,_,s,=(s)) a[(t,s) (t,_,s)]
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Hence, in view of Lemmata 2.1 and 2.3 we obtain

It is not difficult to check that

[g(1, 1)- g(0, 1)]- [g(1,0) g(0,0)] > 0

which is simple consequence of the assumption (v). This assertion allows us to infer that

I(v)(t,)- (v)(t,_)l < o.

This completes the proof.
The next object of our study is the continuity of the Urysohn-Stieltjes operator U.

We have the following result.

THEOREM 3.2. Under the assumptions (vii), (ix) and (xii) the operator U transforms the
space C(I) into the space B(I) and is continuous.

PROOF. Let x E C(I) and let E I be fixed arbitrarily. Then, in view of Lemmata 2.1 and
2.2 we get

I(Ux)(t)l <_ lu(t,s,x(s))l ds(zV=og(t,z))
0

/lu(t,s,x(s))l d,g(t,s) <_ K/(1 + Ilxll) dsg(t,s) <_
0 0

_< g(1 + Ilx]l)sup[g(t, 1)-g(t,O)] <
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This shows that U acts from the space C(I) into B(I).
Now, fix e > 0 and take an arbitrary function z E C(I). Denote T I]zll + e.

Further, choose arbitrarily y C(I) such that I]x- Yll < e. Then, fixing I and applying
Lemmata 2.1 and 2.2 we obtain

I(u)(t)- (uu)(t)l < I(t,,())- (t,,u())l ,(,V=o(t,z))
0

/lu(t,s,x(s))-u(t,s,y(s)) dsg(t,s) <

<_ /WTt,e) dsg(t,s) <_ supwT(t,e) /dsg(t,s) <_
o re1

In view of the assumptions (vii) and (xii) the last estimate implies that the operator U is continuous

from C(I) into B(I).
This ends the proof.

Now we are going to formulate a result saying when the Urysohn-Stieltjes operator U is a

self-mapping of the space C(I). This result is contained in the following theorem.

THEOREM 3.3. Suppose that the assumptions (viii) and (x) are satisfied. Then the operator

U transforms the space C(I) into itself.

PROOF. Let us take an arbitrary function x C(I). Further, fix arbitrary tl, t2 I. For
convenience we will assume that tl <
Now, let us denote T Ilxll. Then from the assumption (x) we infer that the function u(t,s,x) is

uniformly continuous on the set I I [-T, T]. This implies that there exists a function o

such that w() 0 as 0 and

lu(t,s,x(s)) u(t,s,z(s))l <_ ov(It_

for each s I.

Next, using Lemmata 2.1 and 2.2 we deduce the following estimates"
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Hence, in view of (3.1) we get

l(u)(t) (u)(t)l <_/(It tl) (t,) +
o

/ K(1 + I=(s)l) d(g(t=, ) g(t,,s))+
0

w(lt t,l)/dg(t,s) + K(1 + Ilzll)/d(g(t,s) g(t,,s))
0 0

(It t) {(t, 1) (t, 0)} +
+ K(1 + [[z[[){[g(t, 1)- g(t, 1)]- [g(t, 0)- g(t, 0)]}.

The lt estimate and the sumptions (viii) and (x) complete the proof.
Observe that the immeate nsequence of the proof of Theorem 3.3 we deduce the following

corollary.
COROLLARY 3.1. Under the same sumptions as in Theorem 3.3 the Urysohn-Stiel0es

operator U is compact.
Now we formulate a reset on the complete continty of the Urymhn-Stieltjes integal operator

U. This result can be sily deduced from the conjunction of Theorems 3.2 and 3.3.

COROLLARY 3.2. Under the sumptions (i), (viii) and (x) the Urymhn-Stiel0 oper-

ator U is a completely continuo mapping of the space C(I) into itlf.

REMARK. t us mention that the sumptions (ix) and (xii) do not appear in Corolly 3.2

since they are covered by the assumption (x). On the other hand the assumptions (ix) and (i)
do not imply the sumption (x). Indd, in order to show ts it is enough to take the function

u(t,s,z) a(t)b(s,z), where b is continuous on the set Ix N while a is bod but discontinuous

O I.

4. REMARKS CONCERNING THE HAMMERSTEIN-STIELTJES
INTEGRAL OPERATOR

In this section we are going to give a few remarks concerning the Hammerstein-Stieltjes integral

operator H defined in the following way

(Sx)(t) =/k(t,s)f(s,x(s)) dsg(t,s), E I.
0

Obviously the operator H is a particular case of the Urysohn-Stieltjes integral operator U consid-

ered in Section 3.

At first let us observe that the collection of the assumptions (i)-(viii) formulated before can

be transformed without any change to our situation. On the other hand we have to adopt the

assumptions (ix)-(xiii) to the situation of Hammerstein-Stieltjes operator H.
Thus, in the sequel of this section we will assume the following hypotheses:

(xiv) the function f" I x R R is continuous and If(t,x)l < a 4-blzl for some nonnegative

constants a and b,

(xv) the function k(t,s) k I x I R is continuous with respect to s for any 6- I.

Moreover, k is bounded on the set I x I i.e. [k(t,s)[ < K < oo for all (t, s) 6- I x I,
(xvi) the function k k(t, s) is of bounded variation on the interval I with respect to for

each fixed s 6- I. Moreover, the function s V k(t, s) is Stieltjes integrable on I with respect to
t=0

the function G(s) defined in Section 3,

(xvii) ]sup[]k(t,p) k(t, q)[ p, q 6_ I, [p- q[ < ] I 0,
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(xviii) the function k is continuous on the set I I.
Now, using of some assumptions from the collections (i)-(viii) and (xiv)-(xviii) we can formu-

late counterparts of the results contained in Theorems 3.1, 3.2, 3.3 or in Corollary 3.2.
For example, in order to formulate counterparts of the results contained in Theorem 3.1 and Corol-
lary 3.2 let us assume that the functions g(t,s) and f(t,x) satisfy the assumptions (i), (ii), (v),
(vi) and (xiv). Then we have the following theorems.

THEOREM 4.1. Assume that the functions g(t,s), f(t,x) and k(t,s) satisfy additionally
the assumptions (iii), (iv), (xv) and (xvi). Then the Hammerstein-Stieltjes operator H transforms
the space C(I) into the space BV(I).
THEOREM 4.2. Under the additional hypotheses (vii), (viii) and (xviii) the Hammerstein-

Stieltjes operator H is a completely continuous mapping of the space C(I) into itself.

Obviously in the similar way we can formulate results being analogous to those from Theorems
3.2 and 3.3. We omit easy details.

5. SOLVABILITY OF INTEGRAL EQUATIONS
OF URYSOHN-STIELTJES TYPE

In this section we will apply the results obtained in the previous sections in the proof of the
theorem on the existence of solutions of the Urysohn-Stieltjes integral equation of the form

x(t) re(t) + / u(t,s,x(s)) dsg(t,s),
_

I. (5.1)
o

Let us assume that the functions u u(t,s,x) and g g(t,s) involved in the equation (5.1) satisfy
the assumptions (i), (ii), (v), (vi), (vii), (viii), (x) and (xi). Moreover, assume that m. I ]R is

a continuous function.

Then we can formulate the following existence result.

THEOREM 5.1. Suppose that there are satisfied the assumptions listed above. Moreover,
assume that/ < 1, where is the constant defined by

/? g sup[g(t, 1)-g(t, O)’t E I].

Then the equation (5.1) has at least one solution in the space C(I).
PROOF. Observe that in virtue of Theorem 3.3 the operator F generated by the right hand

side of the equation (5.1) transforms the space C(I) into itself.

Further, taking into account the assumed hypotheses, for an arbitrary x C(I) and for a fixed

I we obtain

Im(t)l + f lu(t,s,x(s)l dsg(t,s) <_I(Fx)(t)l <_
o

f K(1 + Ix(s)l) dg(t,s) << +
o

K(1 + Ilxll)[d,g(t,s) -Ilmll / K(1 + Ilxll)[g(t,i)- 9(t,0)] << Ilmll +
0

<_ Ilmll + K(1 + llxll)sup[g(t, 1) g(t,O)t I] Ilmll + +

Hence we get

ilFxll _< limli / //llxll-

The above estimate implies that the operator F transforms the ball B(O, r) into itself provided

(llmll / )(X ). Moreover, in ew of Corollary 3.2 the operator F is completely continuous.

Thus, by the Schauder fixed point principle we deduce the existence of a solution x of the equation
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(5.1) in the space C(I).
This completes the proof.

Finally let us mention that in the similar way we can formulate an existence theorem for the
Hammerstein-Stieltjes integral equation

x(t) re(t) + /k(t,s)f(s,x(s)) dsg(t,s). (.2)
0

Namely, assuming the same hypotheses as in Theorem 5.1 with (x) and (xi) replaced by (xiv) and

(xviii) we have the following theorem.
THEOREM 5.2. Assume that B < 1, where/ is a constant defined by the formula- b(sup[[k(t,s)[ t,s e I])(sup[g(t, 1)- g(t,0): e I]).

Then the equation (5.2) has a solution in the space C(I).
The proof of the above theorem is similar to the proof of Theorem 5.1 and is therefore omitted.
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