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We extend the result in part I, 2003, of certain inequalities among the generalized power
means.

1. Introduction

Let P,,,(x) be the generalized weighted means: P, ,(x) = (3.1, gix!) /", where P,,o(x) de-
notes the limit of P,,(x) as r — 0%, x = (x1,%2,...,%,) and g; >0 (1 < i < n) are positive
real numbers with >’} | g; = 1. In this paper, we let ¢ = ming; and always assume n > 2,
0<x1<x <+ <Xy
We define A, (x) = P, 1(x), G,(x) = P, 0(x), H,(x) = P, _1(x), and we will write P, , for
P,.(x), A, for A,(x), and similarly for other means when there is no risk of confusion.
For mutually distinct numbers r, s, t and any real numbers «, 3, we define

a _ pa
Pn,r n,t

, (1.1)
P, —Ph,

Ar,s,t,oc,ﬁ = ‘

where we interpret P), — PJ  as InP,, —InP,,. When a = f8, we define A, ;a to
be Ay s taa- We also define A, 5, tobe A, 1.

Bounds for A, ;14 have been studied by many mathematicians. For the case o # 3, we
refer the reader to the articles [2, 5, 10] for the detailed discussions. In the case & = $ and
r >s > t, we seek the bound

Srota(@) = DAr s (1.2)

and the bound

Ar,s,t,tx = gr,s,t,a(q)a (13)

where f,:4(q) is a decreasing function of g and g ;+4(q) is an increasing function of q.
Forr=1,s=0,a=0,t = —1,in (1.2) and (1.3), we can take fi0.0(q) = 1/9,81,0,10(q) =

1/(1 — q). When q; = 1/n, 1 < i < n, these are the well-known Sierpinski’s inequalities

[12] (see [6] for a refinement of this). If we further require ¢, & > 0, then consideration of
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the case n = 2, x; — 0, x, = 1 leads to the choice f 10 = Cr st (1 = 9)%), grst.0 = Crst (%),
where

1 _xl/t—l/r 1

Crst (x) t>0; Crs0 (x) = (1.4)

= 1 — xls=Ur’ 1 — xVs=1r®

We will show in Lemma 2.1 that C,,(x) is an increasing function of x (0 < x < 1), so the
above choice for f, g is plausible. From now on, we will assume f, g to be so chosen.

Note when ¢t > 0, the limiting case @ — 0 in (1.2) leads to Liapunov’s inequality (see [8,
page 27]):

InP,, —InP,;, _ s(r—t)
InP,, —InP,s ~ t(r—s)

Arsito = : C(r,s,t). (1.5)
From this (or by letting g — 0 when a = 1), one easily deduces the following result of Hsu
[9] (seealso [1]): Ay s < C(1,8,8), 7 >s>1t>0.

Forn=2andr>s>t>0, A, 51a — (r —1)/(r —s) as x, — x1. Therefore, the two in-
equalities (1.2) and (1.3) cannot hold simultaneously in general. Now for any set {a,b,c}
with a, b, ¢ mutually distinct and nonnegative, we let r = max{a,b,c}, t = min{a,b,c},
s={a,b,c}\{r,t}. By saying (1.2) (resp. (1.3)) holds for the set {a,b,c}, a > 0, we mean
(1.2) (resp. (1.3)) holds for r >s > ¢ >0, > 0.

In the case a = 1, a result of Diananda (see [3, 4]) (see also [1, 11]) shows that (1.2)
and (1.3) hold for {1,1/2,0} and his result has recently been extended by the author [7]
to the cases {r,1,0} and {r,1,1/2} with r € (0, 00). It is the goal of this paper to further
extend the results in [7].

2. Lemmas

LEMMA 2.1. For 0<x <1, 0 <t<s<r, Crs(x) is a strictly increasing function of x. In
particular, for 0 < q < 1/2, Cr54(1 — q) = Cr54(q)-

Proof. We may assume t > 0. Note C,;(x) = Cygryr(x"), thus it suffices to prove the
lemma for C,,; with 1 >7 >s> 0. By the Cauchy mean value theorem,

1/r—1
I/s—1 1-x 1/r=1/s

— 1/r—1/:
Vr—1 1ot T @.1)

for some x < 77 < 1 and this implies C} , ;(x) > 0 which completes the proof. O
LemMA 2.2, For1/2<r<1, Cyp1-,(1/2) >r/(1 —71).

Proof. By settingx = r/(1 —r) > 1, it suffices to show f(x) >0 for x > 1, where f(x) =1 —
27% —x(1=27Y%). Now f"(x) = (In2)?27*x73(2*"V* —x3) and let g(x) = (x — 1/x)In2 —
3Inx. Note g’ (x) has one root in (1,) and g(1) = 0, it follows that g(x), hence f"(x),
has only one root x; in (1,0). Note when f"'(x) >0 for x > xo, this together with the
observation that f(1) =0, f'(1) =In2 - 1/2 >0, limy_.. f(x) = 1 —In2 > 0 shows f(x) >
0 for x > 1. O

LEmMMA 2.3. Let0<g<1/2. ForO<s<r<l,r+s=1, C,(1—q)>(1-s)/(1—r). For
0<s<1<r,Cs(1=q)>r—s)/(r—1)andforl<s<r, Cos1(1—q)>(r—1)/(r—s).
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Proof. We will give a proof for the case 1 >7 >s>0, r+s > 1 here and the proofs for the
other cases are similar. We note first that in this case 1/2 < r < 1. By Lemma 2.1, it suffices
to prove Cy,,5(1/2) > (1 —s)/(1 — r). Consider

f@):(r—n<1—(%)Uﬁl)—(1—g<1—(%)vpd> (2.2)

We have f(r) = 0 and Lemma 2.2 implies f(1—r) >0. Now f'(r) = 21-Vrg(1/r), where
g(x) = —In2(x*> —x) + 2! — 1 with 1 < x < 2. One checks easily g(1) = ¢’(1) = 0,¢"" (x) <
0 which implies g(x) < 0. Hence, f'(r) <0, this combined with the observation that

1/5s—1
1) (2s—1In2) (2.3)

2 st

f”@):(l—rnnz<

has at most one root and f"(r) >0, f(1—r) >0, f(r) = 0 imply that f(s) >0for1 —r <
s<r. g
3. The main theorems

TaeOREM 3.1. Let o = 1. Inequality (1.2) holds for the set {1,r,s}, with 1, r, s mutually
distinct and r >s > 0, r +s = 1. The equality holds if and only ifn =2, x, =0, q1 = q.

Proof. The case s = 0 was treated in [7], so we may assume s > 0 here. We will give a proof
for the case 1 >r >s> 0 here and the proofs for the other cases are similar. Define

1 _xl/r—l
Dn(x):An_Pn,r_C(l_q)(An_Pn,s)a C(x): m (3-1)
By Lemma 2.3, we need to show D,, = 0 and we have
1 oD o e e
. ax: =1-Px, ' =C(1-q)(1-P, x5 "). (3.2)

By a change of variables: x;/x, — x;, 1 <i<n,wemayassume 0 < x; <x; < --- <X, =
1in (3.2) and rewrite it as

gn(x1esxpm1) = 1= P = C(1—q)(1 - P,S°). (3.3)

We want to show g, > 0. Let a = (ay,...,d,-1) € [0,1]""! be the point in which the
absolute minimum of g, is reached. We may assume a; < a, < -+ - < a,_;. If a; = a4 for
some | <i<n-—2ora, =1, by combing a; with a;;; and g; with g1, or a,_1 with
1 and g,,—; with gy, it follows from Lemma 2.1 that we can reduce the determination of
the absolute minimum of g, to that of g, with different weights. Thus without loss of
generality, we may assume a; < dy < - - - <dy_1 < 1.

If a is a boundary point of [0,1]""}, then a; = 0, and we can regard g, as a function of
ds,...,A4,—1, then we obtain

Vgn(az,...,an-1) = 0. (3.4)
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Otherwise a; > 0, a is an interior point of [0,1]""! and
Vga(ai,...,an-1) =0. (3.5)
In either case a5,...,a,-1 solve the equation
(r—1DP X '+ C(1-q)(1-s)P)*x ' =0. (3.6)

The above equation has at most one root (regarding P, ,, Py, as constants), so we only
need to show g, > 0 for the case n = 3 with 0 = a; < a, = x < a3 = 1 in (3.3). In this case
we regard g3 as a function of x and we get

égg(x) — P12 h(x), (3.7)

where

h(x) = r =1+ (1= $)C(1 — @) (x> +gsx~) 2 (qux 4+ gsx= )@ (3.8)
If g, = 0 (note g3 > 0), then
h(x) —r—1+ (1 —S) ( q)ql/s l/rxs—r' (3.9)

One easily checks that in this case h(x) has exactly one root in (0, 1). Now assume ¢, > 0,
then

W (x) = (1= 9)C(1 = q)P3 Py, %~ 2 p(x), (3.10)
where
p(x) = (r =) (@ax™ = g3) + (r+5 = 1)gags (x" —x°). (3.11)
Now
P(x) = x T ((r =)@ + (r+s—1)qagqs (rx’ ™ —5)) 1= x" ' q(x). (3.12)

If r +s > 1, then ¢’ (x) > 0 which implies there can be at most one root for p’(x) = 0.
Since p(0) < 0 and limy—.. p(x) = +0c0, we conclude that p(x), hence h'(x), has at most
one root. Since i(1) < 0 by Lemma 2.3 and lim,_.o+ h(x) = +0co, this implies h(x) has ex-
actly one root in (0,1).

Thus g;(x) has only one root xq in (0,1). Slnce 25(1) <0, g3(x) takes its maximum
value at xp. Thus g3(x) = min{gz(0),g3(1)} =
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Thus we have shown g, > 0, hence 0D, /dx, = 0 with equality holding if and only if
n=1orn=2,x =0,q =q.Byletting x,, tend to x,,_,, we have D,, > D,,_; (with weights
q1>-->qn-2>qn-1 + qn). Since C is an increasing function of g, it follows by induction that
D,>D,_;>--->D;=0whenx; =0,q, =qinD,.Else D, >D,_, >--- >D; = 0. Since
we assume 7 > 2 in this paper, this completes the proof. O

The relations between (1.2) and (1.5) seem to suggest that if (1.2) holds for r > s >
t >0, a >0, then (1.2) also holds for r >s >t > 0, ka with k < 1 and if (1.3) holds for
r>s>t>0,a>0, then (1.3) also holds for r >s >t > 0, ka with k > 1. We do not know
the answer in general but for a special case, we have the following.

THEOREM 3.2. Letr >s > 0. If (1.2) holds for {r,s,0}, « > 0, then it also holds for {r,s,0}, ke
with k > 1. If (1.3) holds for {r,s,0}, « >0, then it also holds for {r,s,0}, ka with 0 < k < 1.

Proof. We will only prove the first assertion here and the second can be proved similarly.
By the assumption, we have

1
Por =G 2 Ty

(P, —Py.). (3.13)
We write the above as
o= (g P+ (1= (%) )G (3.14)
We now need to show for k > 1,
PRe= (g Rl (1 (4Gl (3.15)

n,s —

Note by (3.14), via setting w = (g¥*)*~V", x = G,/P,,,, it suffices to show

flx)=: (w+(1- w)xk)l/k —wk—(1-wRx <0, (3.16)
for 0 < w, x < 1. Note
Frx) = (1 —w)(wxk+(1—w) " = (1 - whk), (3.17)

thus f'(x) can have at most one root in (0,1), note also f(0) = f(1) =0 and f'(1) >0,
we then conclude f(x) <0 for 0 < x < 1 and this completes the proof. O
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