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We study the structure of a class of weighted Toeplitz operators and obtain a description
of the commutant of each operator in this class. We make some progress towards proving
that the only operator in the commutant which is not a scalar multiple of the identity
operator and which commutes with a nonzero compact operator is zero. The proof of the
main statement relies on a conjecture which is left as an open problem.

1. Introduction

Let ¥ be a separable, infinite dimensional, complex Hilbert space and denote by (%)
the algebra of all bounded linear operators on J. We introduce some notation to easily
state the main consequence of this paper. Define

Si={TeLH)|IA € L (%),3IK € K\ {0}, [TA=AT A AK = KA},

F={TeLH)|IAc L (9),IK €K\ {0},Ja € C, [TA=AT A AK = aKA]},
(1.1)

where &' (#) is the set of all operators in £(9€) that are not scalar multiples of the identity
operator and K is the ideal of compact operators in £(7). The sets ¥ and P are suggested
by Lomonosov’s celebrated result concerning the existence of hyperinvariant subspaces,
as well as, some generalization obtained by Brown [2] and Kim et al. [7].

Recently, some progress was made by Biswas et al. [1], on one hand, in describing
the set of values that « can assume, as well as, the associated operators X that satisfy the
equality XA = aAX for some given operator A, and by Conway and Prajitura [4], on the
other hand, concerning the structure of such operators.

In [6], it was proved that some weighted shift operator does not meet the hypothesis
of Lomonosov’s theorem, that is, it does not belong to the set &¥. Although it is expected
that the set & be larger than the set &, it is not clear whether the difference between these
two sets is significant. In Section 3 of this paper, we make some progress towards proving
that there are indeed many operators in the F \ &, and therefore it is worth while to study
the question of whether & is the entire & (76).
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The class of operators that we will investigate consists of some weighted Toeplitz oper-
ators. In [9], Shields made a comprehensive study of the class of weighted shift operators.
In order to define our class of weighted Toeplitz operators, we recall some notation from
[9]. Although the definition can be given in a more general setting, we prefer to impose
some restrictions.

Let B = (Bn)nez be a sequence of positive numbers with 8y = 1 and such that

Ziz<00, m< B <M where0<m<M< oo, neN. (1.2)
neZ/")” ﬁ”“
The space L*(B) is
{f(Z) = > @ laneCliflf= > |an|’i< 00}, (1.3)
n=-—o0o n=—oo

and let H?(p) be the subspace of L*() consisting of

{f(z): Salan€C IflI3= |an|2/3g<oo}. (1.4)
n=0 n=0

Thus (L*(B), || - llg) is a Hilbert space with an orthonormal basis {e,(z) = z"/Bu} ez (with
respect to the appropriate scalar product), and (H?(B), || - Ig) is a subspace of L*(B). Let
P:L*(B) — H*(B) be the orthogonal projection of L*(8) onto H2(f3). By L*(f3) one de-
notes the set

{¢<z>= S a2 | $12(B) € 12(B) and 3¢ € R such that [ lls <cll 1 erﬁ(/s)},
o (1.5)

and by [|¢[l the norminf{c | |¢fllg <cll fllg, forall f € L*(B)}.

A weighted Toeplitz operator on H?(f3) of symbol ¢ € L*(p) is defined by Ty f :=
P(¢f). In this paper, we study the particular class of weighted Toeplitz operators with
symbol in the set

G = {¢|¢(z)=azk+z%,keN, |a|>|b|}, (1.6)

and prove that such operators are unitarily equivalent to multiplication by the position
operator (to be defined later). As an application of this, we describe the commutant of
such a weighted Toeplitz operator.

For purposes of determining the commutant of weighted Toeplitz operators of sym-
bol ¢ € 94, we can assume that each symbol is of the form ¢(z) = ¢p(z) := z+ (b/z) with
|b| < 1. An easy calculation shows that ¢, belongs to L*(f) and ||¢plle < 1/m+ |b| M.
Since for b = 0 one gets the weighted shift operator, we will assume that 0 < [b] < 1.



Vasile Lauric 825

The matrix representation of such a weighted Toeplitz operator with respect to the or-
thonormal basis {e, }—, of H2(f) is

0 bﬁo 0 -+ 0
1

P B

ﬁo /;) bﬁz 0

0 P2 0 0

T=T) = ' /3_1 . . b . (1.7)

.

0 0 0 ﬁn—l 0

In what follows, we consider a weighted Toeplitz operator of symbol ¢,(z) = z + (b/z) to
be an operator on [>(N), (the Hilbert space of the square summable sequences) whose
matrix representation with respect to the canonical basis of ?(N) is of the form (1.7).
Next we review some facts about the operator defined above. We begin by describing the
point spectrum of the adjoint operator of T, 0,(T*). A complex number A belongs to
0,(T*) if and only if there is a nonzero square summable sequence f = { fo, fi,..., fu,...}
that satisfies the recurrence equations

l;ﬂn_lfnfl_jfn+l£fn+l :O) I’lEN, (18)
B B
with f_; := 0. If one denotes f,f, by p,, for each n € N, then the above recurrence equa-
tions become

bpu1 —Aputpusi =0, neN, (1.9)

with p_; := 0. One can easily see by induction after setting p, := 1 that the formal solution
of (1.9) is of the form p, = pn(/i), n > 1, where p,(-) is a polynomial of degree n. If the
characteristic equation of recurrence (1.9), b — Az +z* = 0, has different roots z; = z;(),
i=1,2, then pn(i) has the form

pn(i) =Az;"+Bz", neN, (1.10)

where A, B do not depend on n, but only on ). On the other hand, if the characteristic
eqqation has a double root z = zy(1) = A/2 = iﬁ, where Vb is the main complex root
of b, then

pn(d) = (n+ 1)z, neN. (1.11)

The characteristic equation b—Az+z* = 0 is equivalent to ¢;(z) = A, where ¢;(z) = z +
(b/z). If one denotes by €, the circle {z | |z| = p} and by €, the image of €, under ¢;,
that is, ¢;(‘€,), then one can see that ¢; maps 6, and 6, /,, where r := |b], onto the same
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ellipse, €, = €,/,. In particular, ‘¢, = T and 6, are mapped onto the same ellipse, denoted
by €. Moreover, the bounded component of C \ €, denoted by Int(€r), is swept exactly
twice as the value of p varies from |b] to 1.

In what follows, we will impose some restrictions on the sequence {f,},. The first
such restriction is that {f,}, is such that the series >, (z*"/f2) is absolutely convergent
ifand only if |z| < 1. An example of such a sequence is B, = ", with > 1.

If X = +2vb, then |z| < 1 according to the earlier assumption that |b| < 1, and accord-
ing to (1.11), the sequence { fn(i)}neN is square summable. On the other hand, if A is the
image through (/5;,( ) of two different z’s, then taking into consideration equality (1.10),
the fact that f,(1) = p, A)/[J’n, and the above assumption about the sequence {f3,},, the
sequence { fn(/i)}neN is square summable if and only if |z;| < 1 and |z;| < 1. Therefore,
the point spectrum of T* includes the set Int(€r) U €y and dim Ker (T* — A) =1, for
A ent(€r)Uér. Using similar arguments, one can see that dim Ker (T — 1) = 0, for any
A € C and that any/i off the set Int(‘é 1) U €risnotin g,(T*). For each A e Int(ér) U€ér,
we denote by fj the unlque vector{ f,(A) }nen in I2(N) that satisfies the recurrence equa-
tions (1.8) above with fo(A) = 1, that is, T* f; = A fj.

Moreover, the series > | p,(A)| (thus 37 | p,,(_) 2) converges uniformly for A in
any compact subset of Int(€r) and the series >.;"_ | f,(A)|? converges uniformly for le
Int(ér) Uér.

Next, we will show that the operator T is unitarily equivalent to multiplication by
position operator, My, defined on some Hilbert space of functions. We denote by f,(1)

the polynomial £, (1) of degree # in variable A. We define

HZ(G):—{ Zh,,fn(/l)lh eG, Ikl defz |h,,|2<oo}. (1.12)
n=0

According to the above observation concerning the uniform convergence of the series
0 Ifn )2 for A € G:= (Int(€1) U€r)*, each element of H*(G) is a continuous func-

«w »

t1on on G and analytic in (Int(€r))*, where “x” used in conjunction with a subset of C
represents complex conjugation.

2. The commutant of T

We begin with some notation that is necessary in what follows. Define U : I>(N) — H%(G)
by

(UR)A) = (hy fid ) = Zh fa (2.1)

forh={h,}>, € >(N),and A € G.
We recall that the polynomials p,(-), n € N, have the following orthogonality property

(see, e.g., [5]):

1 0, m # n,
P = 2(n+1)
27 J:g; Pr(2)pm(2)0(2)ldz] 2D 4 (%) i Cm=n (2.2)
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for each p > 0, where w(z) = |22 — 4_1_9| V2 r = |b|, and |dz| represents arc-length measure.
Since f(A) = p(A1)/f3,, we have for A € €r,

) 0 m# n,
D T @) =4 20y 23)

m=n.
ﬁZ

The orthogonality property (2.3) implies that U is one-to-one. Obviously, U is linear,
and by definition, ||Uhllg2 = llhllpy), and U is an onto isometry. Therefore U is a unitary
operator and H2(G) is a Hilbert space. We define

H*(G) = {¢:G— C| ¢ H*(G) < H*(G) such that the inclusion is continuous},
(2.4)

with [|§lle = inf{c | [[pkllg> < cllkllp2, for all k € H?(G)}. Since the function 1 (constant
function equal to 1) belongs to H*(G) and ||1]/g2 = 1, we have [|$llm2 < [|¢]l» and the
inclusion H*(G) € H?(G) is continuous. (We will see later that equality holds in some
cases.) The recurrence equation (1.8) is equivalent to

Afn(l) b/-;/’;) 1fn 1 A) + ﬁﬁﬂJrl fn+1(/\, ne N (25)
If k € HX(G) is written as Yo hn fu(A), then Ak(A) = 37 &, f,(1), where
& = ﬁﬁ"l n-171 b/))/} 1hn+1: ne N) (26)
n n+

with h_; = 0. Therefore,

1 2 1
Ak ||Hz—2|gn sz( |hn_1|+M|b||hn+1|) s(—+M|b|) 1Kl
=0 m m
(2.7)

which implies that the function A — A belongs to H*(G) and thus, H*(G) includes all
polynomials of variable A. Let M) be the operator defined on H?(G) by (Mk)(A) = Ak(A).
The above inequality shows that M) € L(H?(G)) and ||My || < 1/m+ M |b|. The following
proposition asserts the unitary equivalence of T and M.

PropositioN 2.1. The operators U, T, and M, satisfy the equality UT = M, U.

Proof. Let h be an arbitrary vector in ?(N) and let A be in G and observe that

U(Th)(A) = (Th, fi) = (b, T* i) = (h,Afi) = A(h, fi) = My(Uh)(L). <2.8D>

The operator M) admits an H*(G)-calculus, that is, there exists a continuous homo-
morphism I'y : H*(G) — £(H*(G)) defined by (T'1(¢)k)(A) := ¢(A)k(A). We write Mg
(or simply M) for I'; (¢). One can define an H*(G)-calculus for T as follows:

I, H*(G) — £(R(N)), Ta(¢):= U*M,U. (2.9)
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Obviously, I'; is a continuous homomorphism which extends the polynomial calculus.
We write ¢(T') for I',(¢) and observe that T¢(T) = ¢(T)T, for any ¢ € H*(G).

To describe the commutant of T, {T}’, it is enough to find the commutant of M),
{M)}'. The description of {M,}’ is similar to that of the commutant of the Bergman (or
Hardy) operator, but it requires some details.

Tueorem 2.2. {M)}' = {My | ¢ € H*(G)}.
Since A € {T'}" ifand only if UAU* € {M,}’, we have the following.
CoroLLARY 2.3. {T} = {¢(T) | ¢ € H*(G)}.

Since f; € (N), we can set U fj =: kj for A € G, and thus kj belongs to H?(G). More-
over, since the set of all fj has the spanning property (an easy consequence of orthog-
onality property (2.3)), so does the set of all kj, that is, the closed linear span of all ky,
v{ki | A € G}, is equal to H2(G).

The following lemma is needed in what follows.

LemmMmA 2.4. Ifk € H*(G) and A € G, then (k, k)2 ) = k().

Proof. We first observe that

ki(w) = (UR) W) = (fi fadpny = 2. o) fulw)  forw e G. (2.10)

neN

Ifk € H*(G) is written as k(1) = >,", h, f.(1), then by definition, (k,k;) () is equal to
> o hu fa(A), which is equal to k(A). O

Proof of Theorem 2.2. Obviously, an operator A in £(H?(G)) belongs to {M,}" if and
only if A* M} = M; A*. Applying this equality to kj, we obtain

A*Mfky =MjA*k; VAeG (2.11)

Since UT* = M U, we get that UT* f; = Mj U fi for A € G, and thus UAf; = M; U f; for
A € G, that is,

Ak = Mik; VAeG (2.12)
Combining equalitie§ (2.11) and (2.12_), we have the_tt A*ky € Ker(M} - 1) for A € G.
Since dimKer(M;" — 1) = 1, A*kj = ¢(A)kz, where ¢(A) € C for A € G. We will show that
¢(+) € H*(G). Indeed, for an arbitrary k in H*(G),

dM k) = ¢() (ko ki) e = (kg (M) ki) 12 = (kK A*K7) 12 = (AkS K1) 12 = (AK) (D).
(2.13)

Since Ak € H2(G) for every k € H*(G), we have ¢(A) := ¢(A) € H*(G). Moreover, the
above equalities show that A = M. Therefore {M,}’ € {My | ¢ € H*(G)}. The reverse
inclusion is obvious since I'y is an H® (G)-calculus for M. O
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3. Application and remarks

In [8], it was proved that every Toeplitz operator or weighted Toeplitz operator, say T,
with symbol in the set % has a neighborhood O in C such that for each « € O there ex-
ists a nonzero compact operator K such that TK = «K T. Obviously then, each weighted
Toeplitz operator T with symbol in the set 9§ commutes with itself, and thus with an oper-
ator which is not a scalar multiple of the identity operator, which, in turns, a-commutes
with a nonzero compact operator. Therefore weighted Toeplitz operators with symbol in
G satisfy the hypothesis of the following theorem obtained by S. Brown and H. W. Kim,
R. Moore, and C. M. Pearcy, that is, such operators belong to F.

TaeOREM 3.1 [2, 7]. If A € L(H) is not a scalar multiplication of the identity operator and
there exists a nonzero compact operator K such that AK = aKA for some complex number
o, then A has a nontrivial hyperinvariant subspace.

The purpose of this section is to set up the steps for showing that the weighted Toeplitz
operators with symbol in the set % do not satisfy the hypothesis of Lomonosov’s result
and to prove some of these steps. Nevertheless, one of these steps cannot be established
and is left as an open problem (see Conjecture 3.6 below).

We prepare the ground for applying the main result of [6]. From now on, we will work
under the assumption that B, = V", although the results might be proved under more
general hypothesis.

LemMMA 3.2. Letw € (Int(€r))* and B, = BV" with B > 1. If $(w) = 0 for some ¢ € H*(G)
(or HX(G)), then ¢(A) = (A — w)y(A) with y € H*(G) (or H*(G)), respectively.

Proof. Let ¢ be in H*(G) with ¢(w) = 0. Since H*(G) S H*(G), we can write ¢(1) as

Seih) o S s, (3.1)
n=0

n=0 "

where p,(A) := p,(1). Therefore,

S _ S o folh) = Fulw) 32)

Using (1.9) and an induction argument, one can deduce that

_ _ s—1
W =S pw)-per1(d) VseEN. (3.3)
r=0

Therefore, according to (3.3), we obtain that

() = 2 = Sy pa(b), (3.4)
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where

Vo= Drrsrl ps(w). (3.5)

=0 ﬁn+s+1

We will first prove that >, |, |22 is finite, that is, ¥ € H*(G). Indeed, we have

] * < P(w (Z"b"““' <w>|>, (3.6)

n+s+1

where P(w) = > o | ps(w)], which is finite since w € (Int(€1))*. Thus

w3 < P(w Z(Z'“"””“' !ﬂ(w)l)ﬁﬁ

—0 \s=0 Pntstl (3.7)
| | &+ |¢2| S+t |¢n+1|25n+1+"'),
where
&y = M VneN. (3.8)

n+l

Since w € (Int(€r))*, we have |z;(w)| <1 and |z2(w)| < 1. Using the hypothesis that
Bn = ,/.Wﬁ with 8 > 1, the sequence {,} is bounded by the constant P(w). Thus, the
above computations show that y(1) = ¢(1)/(A — w) belongs to H*(G) whenever ¢ be-
longs to H2(G) with ¢(w) = 0, and [|y[12, < P(w)*[|$|?.. Next, we show that y belongs
to H*(G). Since ¢ belongs to H*(G), we have that ¢k is in H*(G) with (¢k)(w) = 0, and
therefore

lykliz < P(w)’ gkl < gL P(w)Ikl}.  Vk € H*(G). (3.9)

This proves that v is in H*(G). O

Lemma 3.3. If B, = BV with B > 1, then H*(G) = H*(G) and the norms || - |2, || - Il
are equivalent.

Proof. The inclusion H*(G) € H?(G) and the inequality [|¢[l2 < [[$ll were immedi-
ate consequences of the definition of H*(G). For the reverse inclusion, it is sufficient
to show that || fgllgm: < Cll fllg2 - Iglls2, for some constant C which is independent of

f, g € H*(G). Indeed, let f(A) = 3.7 o (fu/Bn)pn(A) and g(A) = > (g4/Bu) pn(A) with
ool ful*and X, |g,|? finite. Using an induction argument, one can deduce from for-
mula (1.9) the following:

prM)psA) = pres(V) +bpr1 (M) ps-1 (1) Vr,s € NF, (3.10)

which implies that

PsW)pusA) = puQ) +bpusV)+ -+ +6ppa(l) VmseN, 2s<n  (3.11)
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Applying formula (3.11) and an induction argument, one can deduce that (fg)(A) =
Zsoio (fg)sps(/l)) where (fg)s = Z:,o:o(fg)?bn with

n_ d @_gnﬂft 312
(fg)s t;)/))n-%—t ﬁn+sft. ( ' )

Applying Cauchy’s inequality we obtain

|(f)rl” < (tio |fn+tgn+s_t|2) : (i/} +t;n+s t). (3.13)

t=0

Once again, by Cauchy’s inequality we deduce

|(fg)s] (2 |(fo)f ) - (2:) = lir(gl(fg)?lzr”), (3.14)

where r = |b|. Using the hypothesis that 8, = f¥" with B > 1, we have that (see [9, page

103])
n ﬁz
C:= i 00, 3.15

ileliI\J)(k_oﬁlzﬁﬁk) ) ( )

Therefore,

el = §0|<fg>s|2/33

N

S (S S ] [ S| )

t=0

S (S [S ] [ £ e ] )

s=0 H n+s t
C - 2
51_rZZZ|fﬂgﬂ+st| fs
s=0n=0¢=0 ﬁs+2n (3.16)
C (o) [e9) S
= 1—r z Z Z fn+lgn+s t|
n=0 s=0 s+2n t=0
C (o)
= 1—r Z n||f Pn—lfHHz ||g P, lgHH2
n=0

C 00
<1, Dorlflie - gl
2||f|| -llglze

where P, is the orthogonal projection onto the subspace span{ f;(A) | i = 0,...,n — 1}.
Thus H*(G) € H*(G) and ||kl < (C/(1 = %))kl g2, for k € H*(G). O
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LemMMA 3.4. If B, = BV, B > 1, then the maximal ideal space of H*(G) is G, and thus the
spectrum of each element ¢ in H*(G) is ¢(G).

Proof. According to Lemma 2.4, each A € G is a bounded point evaluation, that is, the
mapping ¢ — ¢(1) from H?(G) to C is a continuous functional in the H?(G)-norm,
and according to Lemma 3.3, the functional is continuous in the H*(G)-norm. Con-
versely, let w = A(p;), where p;(A) = A and A is a character of H*(G). Thus A(p) =
p(w), for any polynomial p(A). If ¢(A) = >.7" o(¢n/Bu) pu(A) is an arbitrary element of
H>(G), let ¢"(A) = Z?zo(qﬁj/ﬂj)pj()t). Thus, ¢" — ¢ in the H*(G) norm, and according
to Lemma 3.3, ¢" — ¢ in the H*(G) norm. Therefore, A(¢") — A(¢). On the other hand
A(P") = ¢"(w) = (¢", ki) — (¢, ki) = ¢(w). Thus A(¢) = ¢(w). Furthermore, the series
S 0@/ Bu) pu(w) converges to a complex number (¢(w)) if and only if w € G. O

When H®(G) = H(G), the function 1 is a strictly cyclic vector for the algebra H*(G)
and therefore H*(G) is a maximal abelian algebra in £(H?(G)). Thus, (cf. [9, page 92]),
an element ¢ € H*(G) is invertible in H*(G) if and only if My is invertible in £(H?*(G)).
In combination with Lemma 3.4, we have the following.

COROLLARY 3.5. If ¢ € H®(G) and ¢(A) # 0 for all A € G, then My, € L(H*(G)).

For a nonconstant function ¢ € H*(G), let E4 be the set

{Ae (Int(€r)" | [$1) & $((€1)*)] and [¢'(w) # 0 when $(w) = $(V)]}.  (3.17)

The set Eg is uncountable. To see this, observe first that the set

Q1 := {1 e (Int(€r))" [ ¢) & ¢((€1)")} (3.18)
is a nonempty open set. On the other hand, if one denotes
Oy :={Ae (Int(€r))" | ¢'(w) = 0 when ¢p(w) = (1)}, (3.19)

then Qf N Q; is a finite set, where U,enQ] is an open increasing exhaustion (with QF c
Q) of Q. Thus, ) N Q; is a countable set and therefore () N O3, that is, Ey is uncount-
able and thus nonempty.

We need the following statement which we leave as an open problem.

CoNJECTURE 3.6. If ¢ € H®(G) has infinitely many different zeros in G, then ¢ = 0.

The above statement was obtained by Carleson [3] for functions in H?(f3). We only
point here that there are functions in the disc algebra which vanish on a Cantor set of
the unit circle and which are not entirely zero. In spite of the fact that Conjecture 3.6 has
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an elementary statement, its proof seems not to be elementary and the circle of ideas used
in [3] are not applicable in this case.

For ¢ € H*(G) and A € Eg, let )4 be the nullspace of [¢(T) — ¢(A)]*. The following
lemma is the equivalent of [6, Lemma 2] and this is the first place in which Conjecture 3.6
is used.

Lemma 3.7. If ¢ € H*(G) is a nonconstant function and A € Eg, then M) 4 = span{ fy |
w € (Int(€r))* such that ¢(w) = (A1) }.

Proof. For an arbitrary h € I>(N) we have

(I [$(T) = D] fid gy = [OT) = $NIhs fo) iy = (U[G(T) = $A) ) ()

(3.20)
= (Mg — ¢(N)) Uh(w) = (¢p(w) — (1)) Uh(-).

Thus, for ¢ € H*(G), A € Eg, and w € G such that ¢(w) = ¢(1), we have
(h[$(T) = ¢ ™ fid ) = O- (3.21)
This establishes that
Myg 2 v{fi |we (Int(&r))” such that g(w) = p(M)}. (3.22)
For the inverse inclusion it is enough to show

[h € 2(N) such that Uh(w) = 0 for w € (Int (€1))” with ¢(w) = ¢(1)

3.23
— e Ran ((T) (1)), o2

or equivalently,
[k € H*(G) such that k(w) = 0 for w € (Int (€1))” with ¢(w) = ¢(1) (3.24)

= there exists some k" in H*(G) such that k = (¢ — ¢(A))k’].

Let A € Ey and k € H*(G) be such that k(w) = 0 for w € (Int(€r))* with ¢(w) = ¢(A).
Since according to Conjecture 3.6, the set {w | ¢(w) = ¢(A)} is finite, we can define p(z) =
II{(z—w) | ¢(w) = ¢(1)}. Applying Lemma 3.2, we can write k = pk; with k; € H*(G)
and ¢ — ¢(A) = p¢; with ¢; € H*(G). Since ¢ — ¢(A) has only simple zeros, ¢; does not
vanish on G, and thus, according to Corollary 3.5, 1/¢; belongs to H*(G). Therefore
k' := ki/¢1 belongs to H*(G) and [Mg — ¢(A) k" = k. O

The proof of the main theorem of [6] can be repeated for the class of operators dis-
cussed in this paper, and for the sake of completeness, we include it here.

First, the following lemma (whose proof is omitted) about Schur product is needed.
The Schur product of two matrices A = (a;;) and B = (b;;) denoted by A - B is the matrix
(aijbij).
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LemMa 3.8 [6]. If A is an n X n matrix such that A - B is a nilpotent matrix for any n X n
matrix B, then at least one of the columns of A has all entries equal to 0.

The proof of Theorem 3.9 makes use of Conjecture 3.6 and Lemma 3.7, and implicitly,
the content of subsequent statements, Theorem 3.10 and Corollary 3.11, are dependent
on the same conjecture.

TaEOREM 3.9 [6]. Let ¢(T') be an operator in the commutant of T such that ¢ is a noncon-
stant function of H* (G). Then the only compact operator that commutes with ¢(T) is equal
to zero.

Proof. First, it is shown that there exists an integer #, such that K™ = 0 for any com-
pact operator K commuting with ¢(T'). Indeed, for a compact operator K that commutes
with ¢(T') with ¢ as in the hypothesis of theorem, K* commutes with ¢(7T)*, and thus by
Lemma 3.7, the subspace .l 4 is invariant for K*. Since the set E¢ is uncountable and the
subspace .Il) 4 is finite-dimensional for A € E, there exists an integer 1y such that the di-
mension of Ay ¢ is 1y for uncountably many A’s in E¢. The restriction operator K* | .y ¢
has an eigenvalue. For A, A" such that ¢(1) # ¢(1'), by Lemma 3.7, Mg My g = {0}
Recalling the spectral properties of a compact operator and using the above observations,
one can conclude that o(K* | Aly4) = {0} for uncountably many A’s for which the di-
mension of /ll) ¢ is equal to ng. Thus, for such A’s, we have (K* | /M, 4)™ = 0; in particular,
(K*)™ f; = 0 for infinitely many A’s. Since the span of infinitely many fi’s corresponding
to different A’s is the entire H?(G) (easy consequence of Lemma 2.4 and Conjecture 3.6),
one concludes that (K*)™ = 0, and thus K™ = 0.

Now, one can prove the actual statement of the theorem. Let K, be a compact operator
in the commutant of ¢(T). For any polynomials p and g, the operator p(T)*Ky q(T)*
commutes with ¢(7)* and is compact. Let A € Ey and { fy,,... ,fwno} be a basis of Jl/LA,(/,.
Since T* f; = W fs, the restriction T* | Al),4 has diagonal matrix representation with re-
spect to the above basis. One can choose the polynomials p;, for each i € {1,...,n0} such
that p;(T*) | My,4 is the orthogonal projection P; onto C f;;, along span{ fy, | j # i}. Thus,
for any ny X ny matrix (b;;), the operator 223=1 bijPiKoP; on My is the restriction to
My, of Zz‘}zl bijpi(T*)Kop;(T*), which, by the first part of this proof, must be a nilpo-
tent operator of order ng. Since this operator is the Schur product of the matrices (b;;)
and K | Jl)4, according to Lemma 3.8, at least one of the columns of K | J) ¢ with
respect to { f,5.. ., ano} is zero, that is, there exists fwj € My,4 such that K fﬁ,}. = 0. Thus
K§ fiw = 0 for infinitely many w’s, and therefore K;* = 0 and K, = 0. O

TueoreM 3.10. The class of weighted Toeplitz operators of symbol in G is included in S\ S.

The fact that ¢(T') belongs to Sisa consequence of main theorem of [8] and that ¢(T')
does not belong to set S results from Theorem 3.9.

CoROLLARY 3.11. Each weighted Toeplitz operator of symbol y(z) = az + (b/z¥), k € N*,
lal > |bl, belongs to S\S.

Proof. 1Ifk > 1 and y(z) = az* + b/z~, then T&,ﬁ ) is unitarily equivalent to

0 1 k—1
16186078, (3.25)
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where B0 = (Buk)nens B = (Brank)nens- B = (Be—14nk )nen, and ¢(z) = az+ b/z. Thus,
Corollary 3.11 is a straightforward consequence of Theorem 3.10. O

The shift operator provided in [6] a-commutes with a nonzero compact operator, and
consequently, the set of operators that satisfy the hypothesis of Theorem 3.1 is signifi-
cantly larger than the set of operators that satisfy Lomonosov’s result.
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