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The well-known completions of T, Cauchy spaces and T, filter spaces are extended to the
completions of non-T5 filter spaces, and a completion functor on the category of all filter
spaces is described.

1. Introduction

The categorical topologists Bentley et al. [1] have shown that the category FIL of filter
spaces is isomorphic to the category of filter merotopic spaces which were introduced
by Katétov [3]. The category CHY of Cauchy spaces is also known to be a bireflective,
finally dense subcategory of FIL [7]. So the category FIL is an important category which
deserves special discussion. A completion theory for filter spaces was introduced in [4],
where a completion functor was defined on the subcategory T, FIL of T, filter spaces.
This completion theory was later applied to completion of filter semigroups [9]. Several
other types of completions and their properties were also studied by Minkler et al. [5]
and Csaszar [2]. In this paper, a completion theory is developed for filter spaces without
the T, restriction on the spaces. Also, a completion functor is defined on a subcategory
of FIL, which is constructed by taking all the filter spaces as objects and morphisms as
certain special type of continuous maps which we call s-maps.

2. Preliminaries

For basic definitions and terminologies related to filters, the reader is referred to [11],
though a few of the definitions will be mentioned here. Let X be a set and let F(X) be
the set of all filterson X. If #, 9 € F(X) and FNG # ¢ forall F € F, G € G, then F v ¢4
denotes the filter generated by {FNG: F € ¥ and G € 9}. If thereexist F € Fand G € ¢
such that F N G = ¢, we say that & Vv G fails to exist. For each x € X, we denote by x the
ultrafilter generated by {x}. If { ¢ F(X) satisfies the conditions

(c;)xe forallx e X,

(c2) F €, 9> F imply that G € (, then the pair (X, () is called a filter space.

The two filters %,% € F(X) are said to be (-linked if there exist a finite number of
filters #1, ¥s,..., ¥, € { such that F v Hy, H; v Ho,..., 5, v H,, H, v G all exist. In
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particular, if %, € (, we write & ~; G if and only if %, G are (-linked. Note that “~;” is
an equivalence relation on (. For & € (, let [¥]; denote the equivalence class containing

%. There is a preconvergence structure p; associated with { in a natural way: & F 2 xif
and only if F ~¢ %. Also, there is a convergence structure q; associated with { defined by

F L xifand only if # N x € . Note that for any filter space (X,(), pr < q¢ (see [4]).
A filter space (X, () is a c-filter space if, in addition,
F e (, F ~¢ x imply that F N x € {, and it is called a Cauchy space if
(cq) whenever F,9 € {and F ~; 4, then FnG e (.

LemwMa 2.1. For a filter space (X,(), p¢ = q¢ if and only if (X, () is a c-filter space.

A convergence structure g on a set X is said to be compatible (resp., c-filter compati-
ble, Cauchy compatible) if there exists a filter structure (resp., c-filter structure, Cauchy
structure) ¢ on X such that g = g¢. As shown above, given a filter space (X, (), we can al-
ways associate a convergence q;. However, every convergence structure on X is not c-filter
compatible.

Example2.2. Let X = {a,b,c} and let g be the convergence structure on X defined by a —1
a,b—4b,i-1t,anb—-1b,bni—1t, and all other filters fail to converge. If possible,

let { be the filter structure on X such that g = q;. Let ¥ = bnf, so F %, t. However,
Fnb=bntel=> g & b, but & -1 b. So g is not compatible.

The following lemma states the necessary and sufficient conditions for such compati-
bilities of a convergence structure on X.

LEmMMA 2.3. A convergence structure q on X is
(a) compatible if and only if F is q-convergent and x = F => F -1 x;
c-filter compatible if and only if either q(x) = q(y ) orq(x) N q(y) =¢;
(¢c) Cauchy compatible if and only if ¥, € q(x) = F NG € q(x) and for all x,y € X,
q(x) = q(y) or g(x) N q(y) = ¢.

Proof. The proof of (b) is similar to [4, Proposition 1.3] and the proof of (c) is well
known. So we will prove only (a). Let g = q¢, where { is a filter structure on X. Let & be
q- convergent % -1y (say), and x > F. So F -4 y, thatis, Fnye(.SoF=Fnx e
{ = F —1 x. Conversely, let q satisfy the given condition and let {, be the set of all g-

convergent filters. We show that g = g¢,. If ¥ —1 x, then F nx € {; = F -4 x. Also, if
F -4 x, then F Nx € {; > F N x is g-convergent and since x > F N x, FNx —7x. So
F -9 x. g

Compatibilities of a preconvergence structure on a filter space is defined in a similar
way. The conditions for compatibility, c-filter compatibility, and Cauchy compatibility of
a preconvergence structure p were established in [4].

Note that if g is a convergence structure on X and there is a filter structure { on X such
that g = p¢, then (X, () is a c-filter space and g = q¢. In particular, the following lemma
holds when ¢ is a pretopology.

LEMMA 2.4. A pretopology o on X is compatible and o = p; for some filter structure { on X
if and only if { is a c-filter structure.
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However, if the pretopology o = q; for some filter structure ¢ on X, then as illustrated
in the following example, the above lemma may not hold in general.

Example 2.5. Let X = R, the set of real numbers, & = {(0,1/n) | n € N}, and & =
{all complements of countable sets}. It is clear that { = {x | x € X} N {T | T > F n 0} N
(W | ¥ =%n1} is a filter structure on R. For each x € X, let V,(x) = Nn{% € F(X) |
%G —7 x} denote the neighborhood filter of x. We define ¢ as follows: V,(x) = %, for all
x#0,1and V,(0) = F N0, V(1) =L 1. It is clear that o is a pretopology and ¢ = q;.
However, ( is not a c-filter structure because 0 —#¢ 1 and 1 —# 0, but 0 n 1 -»# 1, which
implies 0 N 1 ¢ {. So p¢ # q¢ and hence, by Lemma 2.1, { is not a c-filter structure on X.

A filter space (X, () is said to be
(i) T, (resp., w-T,) ifand only if # ~ %, F ~ y = x = y (resp., FNx, FNnye(=>
x=y),
(i) complete (resp., w-complete) if and only if for each F € {, p, converges (resp., for
each & € (, g,converges),
(iii) regular (resp., w-regular) if and only if cl,, & € { whenever & € { (resp., clg, F € {
whenever & € (),
(iv) totally bounded if each ultrafilter on X is in (.
Note that if a filter space is T> (resp., regular, complete), then it is w-T, (resp., w-
regular, w-complete). The proof of the following lemma is immediate from the defini-
tions.

LemMa 2.6. The following are true for any filter space (X,{):
(D) (X,Q) is Ty (resp., w-Ty) if and only if (X, p¢) (resp., (X,q¢)) is Ta;
(10) if (X, ) is regular (resp., w-regular), then (X, p¢) (resp., (X,q¢)) is regular;
(IID) if (X, p¢) (resp., (X,qc)) is regular and (X,{) is complete (resp., w-complete), then
(X, () is regular (resp., w-regular).

LEMMA 2.7. Any regular filter space is a c-filter space.

LemMma 2.8. A filter space (X,() is totally bounded and complete if and only if (X, p¢) is
compact. If a filter space (X, () is totally bounded and w-complete, then (X,q¢) is compact.
Also (X,q¢) is compact implies (X, () is totally bounded. However, if (X, q¢) is compact, then
(X, Q) is not necessarily w-complete.

A map f:(X,{) — (Y,k) between two filter spaces is called continuous if f(%F) € x
whenever % € {. We denote by FIL the category of all filter spaces and continuous maps
as morphisms. Let CFIL and CHY be the full subcategories of FIL whose objects are c-
filter spaces and Cauchy spaces, respectively. In [4], a completion of objects in T, FIL and
a completion functor on T, CFIL and its bireflective subcategory Cs FIL were constructed.
The completion functor and the completion subcategory constructed in [4] deal with T,
filter spaces. The underlying reason for this is the existence of unique limits for conver-
gent filters which are also preserved by the continuous map. In this paper, we partially
overcome that limitation by using a special type of continuous map called s-map which
will be introduced later.

The map f : (X,{) — (Y,x) between two filter spaces is a homeomorphism if f is bi-
jective and both f and f~! are continuous maps. In this case, (X,{) and (Y, k) are called
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homeomorphic filter spaces. Note that the underlying preconvergence spaces (X, p¢) and
(Y, px) are also homeomorphic. A map f : (X,{) — (Y,«) is an embedding of (X,{) into
(Y,x)if f:(X,0) = (f(X),kf(x)) is a homeomorphism, where «(x) is a subspace struc-
ture on f(X).

In this paper, we construct completions for a filter space without the T, restriction on
the space. Results obtained in this paper also generalise the completion theory developed
for non-T, Cauchy spaces obtained in [8] where the author introduced the morphisms
on the category CHY as s-map. The corresponding extension of the notion of s-maps to
filter spaces can be used to form a completion subcategory of FIL.

Definition 2.9. A continuous map between two filter spaces f : (X,{) — (Y, «) is said to be
an s-map if it satisfies the following condition: & € (, p; converges to at most one point
in X implies f (%) € , p, converges to at most one point in Y.

There are several examples of s-maps. Any continuous map is an s-map if the codomain
of the map is a T filter space. The identity map on a filter space and the embedding map
¢ for a stable completion is also an s-map. Note that it follows from the definition of
s-map that composition of two s-maps is an s-map. The class of all filter spaces with the
s-maps as morphisms forms a category which we denote by FIL'. Since every continuous
map is not necessarily an s-map, FIL" is not a full subcategory of FIL.

3. Completion and extension theorems for filter spaces

Throughout this section, (X,{) denotes a filter space (not necessarily T,). A completion
of a filter space (X,() is a pair ((Y,«),¢) consisting of a complete filter space (Y,x) and
an embedding ¢ : (X,{) — (Y,x) such that cl, (¢(X)) = Y. The completion ((Y,«),¢)
is called a weak completion if (Y,x) is w-complete and cl; (¢(X)) = Y. A completion
((Y,x),¢) of a filter space (X,{) is said to be a P-completion if (Y,«) has the property
% whenever (X,() has the property . For instance, a completion which is T, will be
called a T, completion. The results related to completions in standard form and extension
theorems are established here.

When (X, () is a T, filter space, completion and extension theorems were established in
[4] and later a few other classes of completions were constructed in [2, 5]. In this section,
we will construct non-T, completion and non-T, weak completion of a filter space and
establish some extension theorems.

We construct a completion ((X, (), j) for a filter space (X, (). Let

ne={F1Fel,Fitcx, VxeX}. (3.1)

For an arbitrary filter space (X, (), we define the following:
(i) X = neuX,
(i) j: X — X is the inclusion map,
(i) (= {d e F(X) | IF € (, non-p¢ convergent such that s > j(F) N (F]} U j(0).
Definition 3.1. A completion ((Y,x),¢) of a filter space (X,{) is said to be in standard
formif Y = X, ¢ = j and for each non-p; convergent filter F € (, j(F) &, [F].
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A similar notion of completion was introduced in [10] for T, Cauchy spaces. We ex-
tend that notion to completion of non-T, filter spaces. In [4], we defined an equiva-
lence relation between T, completions. For a T, filter space (Z,§), a completion s =
((Y1,x1),¢1) is said to be finer than a completion s, = ((Y2,%2),¢2), written 3¢ = 30, if
there exists a continuous map h: (Y;,x1) — (Y2,%2) such that ho ¢; = ¢,. The two com-
pletions s, and sz, are equivalent if ¢; = 3¢, and s, = ;. Observe that in case of equiva-
lence the two completion spaces are isomorphic in the category T FIL of T filter spaces.

We can define an equivalence relation for non-T, completions of filter spaces in the
same way, but it is not a categorical equivalence in the sense of Preuss [6], since in this case
the map h is not necessarily a unique homeomorphism. This motivates the introduction
of a weakly stable completion.

Definition 3.2. A completion (Y, x), q)) of a filter space (X, () is weakly stable if whenever

z € Y\¢(X) and ¢(F) — A z, for some F € (, it follows that z is the unique limit of ¢ (%
inY.

Remark 3.3. (1) Stable completion of a T filter space was defined in [4]. Note that any
stable completion of a T) filter space is always weakly stable. Also, if (X,{) is a T c-filter
space, then a weakly stable completion is stable. If (X,() is a Cauchy space, then every
weakly stable completion is stable.

(II) A weakly stable completion ¢ = ((Y1,%1),¢1) is said to be finer than another
weakly stable completion s, = ((Y2,k2),¢) if there is a continuous map h: (Y,x;) —
(Y2,x;) such that h o ¢; = ¢,. Note that the map h is a unique homeomorphism when the
two weakly stable completions are equivalent.

In the following result, we show that the Wyler completion of a non-T, filter space has
a property similar to the universal property of the T, completions.

THEOREM 3.4. ((X,f),j) is the finest weakly stable completion of the filter space (X,() in
standard form.

Proof. Tt is clear that { is a filter structure on X and the inclusion map j is an embed-
ding. To show that (X,() is complete, let A € (. If s > j(F) for some F € (, then
F 2« implies o4 L4 x, and F is nonconvergent implies j(%) N [%] € { which shows
that o{ — ) [J*’] Ifsd = j(F)n [%] for some nonconvergent F € {, then as we have already
shown s 2% [ ].So0 (X,0) is complete. Also, if [F] € X \ j(X), then F is nonconvergent
and so j(% ) [ | which implies that [%] € cl,; j(X). This proves that ((X, f j)isa
completion of (X {). Since for each non-p; convergent filter F € ¢, j(%F) N [F] € C we

have j(F) ~p [F]. So it follows that j(&F) — LN
form.
Next we show that it is a weakly stable completion. Let [%] € X\j(X), then ¥ € (

[%] and this completion is in standard

is non-p¢ convergent and j(F ) [J"] If there exists [¢] € X\ j(X) such that j(F )
(4], then j(F) ~¢ [G]. So there exist a finite number of filters Aj,As,..., A, € { such
that j(&F) vV A, AV Ay, Ay v (€] exist. If A} > j(#) for some p; convergent filter



4024  Completions of non-T, filter spaces

9t € (, then j(%) v A; exists. This implies that j(%) v j(J€) exists from which it fol-
lows that & v ¥ exists. This leads to a contradiction since & is non-p; convergent. So
A= j(&)n [$1], for some non-p, convergent filter £; € {. So j(%) v A; implies that
J(F) Vv (&) n [#1]) exists from which it follows that either J(F) Vv j(&Ey) or j(F) vV
[£1] exists. Since the latter is an impossibility, j(%F) v j(£) exists. This implies F v £,
exists, that is, & ~¢ &, or [F] = [£1]. Since A1 V A, exists and Ay = j(&£1) N EAR
it follows that (j(£,) N [&£ P11) V A exists, that is, (j(£1) N [F]) v A, exists. Following
the same type of argument as above, we can show that there is no p; convergent filter
3t € { such that A, > j(¥). So Ay = j(£2) N [$,], for some non-p; convergent filter
Lrel. So (j(£1)Nn (F]) v (j(&)n [£,]) exists. This implies at least one of j(£;) v
J(£2), J(L) Vv [Fal, [F]V (L), [F] v [£,] exists. Since [F],[L,] ¢ j(X), neither
§(£1) v [£5] nor [F] V j(£,) exists. However, [%] v [£,] implies that [%] = [£,] and
J(&£1) Vv j(£,) implies that £, v £, exists, so that [£,] = [£;] = [F]. Repeating a simi-
lar argument, we can show that each A; = j(£;) N [&;], for some non- p¢ convergent filter
$ie(and [$;] = [F], for 1 <i < n. Also, A, = j(£,) N [£,], for some non-p; conver-
gent filter £, € ( and (j(£,) N [L,]) Vv (4] implies that [£,,] = [G]. Hence, [F] = [¥9].
This proves that (X,0), 7) is a weakly stable completion.

Let ((X,B),]) be another weakly stable completion of (X,() in standard form and
let A € (. If A > j(F), where F is p; convergent, then A € f3, since j(%F) € . Next let
Az j(F)n [%], where F is non- p¢ convergent. Then j(F) — [J*’] s1nce( (X,B),j)isin
standard form. So j(%) N [F] e B which implies A € B. So ((X,{), j) is the finest weakly
stable completion in standard form. O

We will refer to the completion ((X, 0, j) as the Wyler completion of (X, (). Obviously,
the mapping j in (X ,0), ) is an s-map. Note that if (X,() is a c-filter space, then (X ,0)
is a c-filter space. Also, if (X,() is T, then ((X,f),j) is a T, completion of (X, (). If we
identify each x € X with the equivalence class [x] of all filters which are p; convergent to
x, then the Wyler completion coincides with ((X*,{*), j) in [4]. We will refer to the latter
completion as the T, Wyler completion of (X, ).

PROPOSITION 3.5. Any weakly stable completion ((Y,x),¢) of a filter space (X, () is equiva-
lent to one in standard form.

Proof. Defineh:Y — X by

X, lf}/ = ¢(x))
h — 3.2
) {[@], if y € Y\(X), (F) 2 y. o

Note that / is well defined and bijective, because ((Y, «), ¢) is a weakly stable completion.
Let {x be the quotient filter structure on X. Since j = h¢, both j and j~! are continuous
maps and since (Y, ) is complete and (X, () is the quotient space, the latter is also com-

plete. If [F] € X\ j(X), then ¢(F) b, y, for some y € Y. This implies that j(F) = ho

o(F) iR h(y) = [F]. Hence, cl;z j(X) = X. So (X, () is a completion of (X,{) and by the
same argument one can also show that it is in standard form. This proves that ((X, (), j)
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is a completion of (X,{) in standard form. It remains to show that k is a homeomor-
phism. Since the category FIL is a topological category, & is an injective quotient map
implies % is a monomorphism which is also an extremal epimorphism. Therefore, by [6,
Proposition 0.2.7], h is an isomorphism. This completes the proof of Proposition 3.5 [

In view of Proposition 3.5, we may therefore assume without loss of generality that all
weakly stable completions of a filter space (X, () are in standard form. If (X, () is T3, then
any T, completion is always stable. Hence, we have the following corollary.

CoROLLARY 3.6. Any T, completion of a filter space is equivalent to one in standard form.

Given a T, filter space (X,{), let X* = {[F] | F e (},let (* ={A | A = j(F), F €
{ with Fp; convergent, or s > j(F) N [F],F € { with F non-p; convergent}, and let j :
X — X* be defined by j(x) = [x] forall x € X.

ProprosITION 3.7. A w-T), filter space (X,{) has a w-T, completion if and only if (X,{) isa
T, c-filter space.

Proof. (=) Let ((Y,x),9) be a w-T, completion of (X,{). Let ¥ € { and F ~; x. By
Proposition 3.5, it follows that ¢(F) &, ¢(x), that is, (F) N @(%) € . Since ¢ is an em-
bedding, & N x € { which shows that (X,{) is a c-filter space.

(<) Let (X,{) be a T c-filter space. Let X*, {*, and j be as above. Note that since
(X, () is c-filter space, pr = q¢ and (X*,{*) is also a c-filter space. So ((X*,{*), ) is a w-
completion of (X,{). Hence, it remains to show that (X*,{*) is T>. Let y; Ny, € {*.
If y1,y, € X, then y; = y, since (X,{) is T,. If at least one of y; or y, is in X* \ X,
then by the definition of {* it follows that y; N ¥, € {* only when y; = y,. This proves
Proposition 3.7. |

Following a similar argument as in [8, Proposition 3.13], we can show that the Wyler
completion is the finest completion in CFIL'. But it is not the finest completion in FIL.
In fact, in [4] it was shown that there is no such finest completion whenever X \ j(X) is
infinite. However, the following proposition states that we can uniquely extend any s-map
on a non-T), c-filter space to its Wyler completion.

ProrosiTioN 3.8. If f: (X,{) — (Y, ) is an s-map and (Y, 3) is a c-filter space, then there
is a unique extension f* : (X,0) — (Y,ﬁ) which is also an s-map and f* o jx = jyo f,
where jx and jy are the corresponding embedding maps.

Proof. Define f*: (X,{) — (Y,p) as follows:

fr) = fx),
F(F]) = 1[ ()], i f(f) is nonconvergent, (3.3)
¥, if f(%) converges to .

The mapping f* so defined is a well-defined map because if [F] = [4], then f(F) ~p
f(9), so either both f(%) and f(%) are nonconvergent or convergent. If both are non-

convergent, then obviously f*([F]) = f*([4]). If f(F) L y, and f(9) 2L y,, then



4026  Completions of non-T5 filter spaces

f(F) ~p y1,y2. This is a contradiction, since % is non-p¢-convergent and f is an s-map.
So in either case f*([F]) = f*([9]). Also, it can be easily verified that f* o jx = jy o f.

Next we show that f* is an s-map. Let o € {. If ol > jx(%), then f*(sd) = f* o
jx(F)=jyo f(F)e p.Ifd = jx(F) N [F], where F is non-p; convergent, then f*(sd) =
(jy o f(F)) n f*([F]). If f(F) is nonconvergent in Y, then (jy o f(F)) N [f(bJP)] ep.
If f(%) converges to y € Y, then since (Y,f3) is a c-filter space f(%F) N y € f3, so it fol-
lows that (jy o f(%)) n y € B. Therefore, f* is a continuous map. To show that it is
an s-map, it suffices to show that if & € { converges to only one point, then f*(s)
converges to only one point. If 9 = jx(%), then jy o f(&F) = f* o jx(F) converges to
only one point, because f is an s-map. If 4 > jx(F) N [F], then F is non-p; convergent
which implies that f(%) converges to at most one point. Therefore, f*(jx(F) N [F]) =
(F* o ix (@) 0 f*(F) = (jr o FF) A FF)] or Gy o f(F) 1 j according as f(F) is
nonconvergent or f(%) converges to y. But in either case f*(s) converges to only one
pointin Y.

Finally, we show that f* is a unique extension. Let ? H(X,0) = (Y, B) be another s-map
such that f o jx(x) = jy o f(%). It is obvious that f o jx(x) = f* o jx(x), for all x € X.
Let [F] € X* \ jx(X). Since & € { is non-p; convergent, it follows that jx (%) b, [F].
Since f*, f are s-maps, it follows that f* o jx(%F) = f o jx(%F) = jy o f (F) converges to
f*([%]) and 7([9*7]). But & is nonconvergent and f, jy are s-maps imply that jy o f(%)
can converge to at most one point in Y. Hence, f* = f. This proves Proposition 3.8. [

The unique mapping f * in Proposition 3.8 is called the s-extension of f.

Remark 3.9. (I) If f:( (Y,x) is an s-map, where (Y,x) is a complete c-filter
space, then there exists a umque s-extension f* : (X,{) — (Y,«) such that f = f* o jx.
If (Y,x) is a regular filter space, then (X*,{*) also has the same extension property (by
Lemma 2.7). In either case, the s-extension f* is defined by f*(x) = f(x), foreachx € X
and f*([F]) = y, where f(F) Lad y.

(ID) If (X, ) is a T, filter space, then its T, Wyler completion has the extension prop-
erty. Recall that if the codomain of an s-map is a T, space, then the s-map is simply a
continuous map. If f: (X,{) — (Y,«) is a continuous map, where (Y,x) is a complete
T, c-filter space [4] or a complete T; filter space, then there exists a unique extension

f*'XC - (Y,x).

Since the composition of s-maps is an s-map and the identity map is an s-map, the class
of all c-filter spaces with s-maps as morphisms forms a subcategory of FIL. We denote
this category by CFIL'. Let CFIL'* be the subcategory of CFIL’ consisting of the complete
objects of CFIL'. Let W : CFIL — CFIL'* be defined for objects by W(X,{) = (X,¢) and
for morphisms by W(f) = f*. Then W is a covariant functor on CFIL" and is called the
Wyler completion functor.

Note that a morphism f : (X,{) — (Y, k) in the category CFIL’ is an epimorphism if
for each z € Y\ f(X), there exists a non-q; convergent filter % € { such that f (%) 2 y.
For example, the embedding map j in the Wyler completion is an epimorphism. Since
Wyler completion is the finest completion in the category CFIL', we have the following
corollary.
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CorOLLARY 3.10. CFIL'* is an epireflective subcategory of CFIL'.

However, CFIL’ is not a topological category, since it is not closed under initial struc-
tures. But it should be noted that T, CFIL for which we could construct a completion
functor [4] also fails to be a topological category. The construction of a completion func-
tor for a subcategory of FIL which is a topological category may need further investiga-
tion. Also, constructions of regular stable completions of filter spaces and the correspond-
ing completion categories may lead to generalisation of the existing T35 completions.
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