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We investigate symmetries and reductions of a coupled KdV system with variable coef-
ficients. The infinitesimals of the group of transformations which leaves the KdV system
invariant and the admissible forms of the coefficients are obtained using the generalized
symmetry method based on the Fréchet derivative of the differential operators. An opti-
mal system of conjugacy inequivalent subgroups is then identified with the adjoint action
of the symmetry group. For each basic vector field in the optimal system, the KdV system
is reduced to a system of ordinary differential equations, which is further studied with the
aim of deriving certain exact solutions.

1. Introduction

The last few decades have witnessed a tremendous growth in research interests related to
the applications of group theoretical methods while deriving exact solutions to a wide
range of problems describing nonlinear phenomena. The most effective methods, for
finding the symmetry reduction and constructing exact solutions, include the classical
Lie approach [7, 16, 21, 26], the nonclassical approach [2, 6, 13, 25], the direct method
[11, 12], the modified direct method [22], the generalized conditional symmetry method
[14, 31], nonlocal symmetry method [1, 8], the truncated Painlevé approach [9, 24], the
transformation method [18, 19], and the ansatz-based methods [10, 17, 20, 27, 30]. There
are in fact, many different directions of the mathematical and physical theory to concern
their exact solutions and various properties.

Herein, we study the symmetries and reductions of a coupled KdV system, with vari-
able coefficients, of the form

g+ o () uuy +ﬁ1(t)VVx + )’I(t)uxxx =0,

(1.1)

Vet aa () vy + Ba(t)uvy + y2(t) Vixx = 0.

Equations (1.1) are an extension of the KdV system examined by Zhou et al. [32] for
periodic wave solutions using the F-expansion method, an overall generalization of the
Jacobi elliptic function expansion method. The constant coefficient version of (1.1) was
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earlier discussed by Lei et al. [28], wherein the author had derived the classical periodic
solutions using Fourier expansion on an incomplete basis.

To determine the underlying symmetry group for (1.1), we utilize a method which is
based on the Fréchet derivative of the differential operators associated with the system
(1.1). The technique has earlier been used to obtain the exact solutions of various non-
linear partial differential equations (refer to [3, 4, 5, 23]). However, for the sake of com-
pleteness, and in order to help the reader relate it to the familiar one-parameter group of
transformations, we provide here some basic knowledge about the approach.

Let the system (1.1) be defined in terms of the nonlinear operators N; and N, as fol-
lows:

Nl(“) V) =urtag (t)uux +ﬁl (t)VVx + 1 (t)uxxx =0,

(1.2)
No(u,v) = ve+ oo () vy + o (D) uvy + y2 (1) Vexx = 0.

Next, we define an operator called a symmetry operator for the system (1.2) given by

S=(51,%), (1.3)
where
Si(u) = AKX, 7 ou B(X,7 L &
1) = ARG, + B T + QX ), -
_ .0 0 - ’
S2(v) = AL 5+ BOLT) 5.+ Co(Xom)

with X = (,x), 77 = (u,v).
The Fréchet derivative ofﬁ(ﬁ) = (N1,N>) in the direction of 7, = (u,v1) is given by

o d
FE(N7,) = [N +en)] | o (1.5)

For invariance of (1.1), we require that the Fréchet derivative (1.5) must vanish on the
solution set T of (1.1) in the direction of the symmetry operator S. That is, we must have

F(N,7,5)|; =0. (1.6)
The associated Lie algebra of infinitesimal symmetries of (1.1) is then the set of vector
fields of the form
_.d .0 - _. 0 0
V=AX 17)8—+B( fl)a C1(X,l7)£ >

Or, equivalently the one-parameter group of point transformations of (1.1) is as follows:

-G(X,7) (1.7)

t* =t+eAX,7)+O(e?),
* = x+eB(X,7) +0(e?), (1.8)
7* =1 —eC(X,7) +O(e?),

where C = (C,G) 7% = (u*,v*).
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The advantage in our approach is that it, not only furnishes the group infinitesimals
comparatively easily but, also often renders symmetries more generalized than the clas-
sical Lie method (refer to [4], e.g.). It is precisely due to this fact that we prefer to call
the said approach the generalized symmetry method. Besides demonstrating the impor-
tance and efficacy of the method, the motivation for the present study lies in the physical
importance of the model KdV system (1.1) and the need to have some exact solutions.
To have an insight, the explicit analytic solutions of the system (1.1) may enable one to
better understand the physical phenomena which it describes. The exact solutions, which
are accurate and explicit, may help physicists and engineers to discuss and examine the
sensitivity of the model with variable coefficients to several important physical parame-
ters. To our knowledge, a detailed analysis that leads to an exact analytic solution for (1.1)
has not been performed and is therefore desirable.

The paper has been organized as follows. Section 2 is entirely devoted to showing how
the powerful generalized symmetry method can be used to generate various symmetries
of the KdV system. In Section 3, we present the reduced systems of ordinary differential
equations (ODEs) and their exact solutions. The final section contains the discussion and
concluding remarks.

2. The symmetry group and the optimal system

The method for determining the symmetry group of (1.1) mainly consists of finding the
coefficients A, B, Cy, and C; in the two symmetry operators S; and S, as defined by (1.4).
These coefficients are to be determined from the invariance condition (1.6). Accordingly,
we first find the Fréchet derivative

FE(N,7,1,) = (Fv(Nw,75,77,), F2 (N2, 7577,)), (2.1)

where

_ d o
F(Ny,7,7,) = £[N1(’7+€’11)] | e—o>
(2.2)

_ d o
FZ(N2,17J71) = %[NZ(W"'E%)] |£:0'

With the help of (2.2) the Fréchet derivatives are obtained and then 7, is substituted by
S =(S1,S,) in order to evaluate them in the direction of the symmetry operator. This
leads to the following

F, (Nlaﬁ)g) = [Sl]t+‘xl[Sl]ux‘l'“l[Sl]xu+ﬁlv[s2]x+ﬂ1[82]vx+y1 [Sl]xxx’

_ (2.3)
F>y(N2,7,8) = [S2], + aa[Sa Jux + aa[S1],v + Boue] 2]+ Bo [ S1]ve + 2[S2] e
For invariance of system (1.1), the following conditions must be satisfied:
Fl (Nlaﬁyg) | (NIJNZ):6 = Oy (243,)

Fy(N2,78) | ()0 = O- (2.4b)
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Equations (2.4), when expanded, result in the polynomial expressions in various par-
tial derivatives of u(t,x) and v(t,x) with respect to the spatial variable. The calculations
involved are tedious, however, to keep the interest of the reader we list here a much sim-
plified set of determining equations for the group infinitesimals A, B, C;, and C, which
we get from (2.4a) after equating the coefficients of various derivative terms to zero:

Cruu = Cryy = Cryy = Cry = 0,
—y1A; — Ay +3y1By =0,
(y1 =92)Ciy =0,
391 (Bx + Ciau) = 0,
—ouA; — Aayu+ By — aavCiy + a1 Cy + g uBy + f1vCoy + 91 Brxx + 391 Craew = 0,
—BivA; — APy — B1vCiy — fouCry + o uCyy + 1 Co + B1vBy + f1vCyy = 0,

Cit+ a1 uCry + B1vCox + 91 Cixax = 0.
(2.5)

Similarly, (2.4b) brings in the following additional equations. It is being mentioned here
that these equations have been obtained keeping in view the consequences on the in-
finitesimals as effected by the set of equations (2.5):

Couu = Covy = Gy = Cpy = 0,
(y2=11)Cau =0,
3y (Bux + Cony) = 0,
—y2A; — Aya +3y2B, =0, (2.6)
—vA; — Aoy — a1 uCyyy — 02vCoy + 2 Cy + 0 vBy + aavCyy + BouuCyy = 0,
—PauAs — APoru+ By — B1vCoy + aavCiy + B2Cy + PouBy = 0,

Cot + azvCiyx + BouCox + Y2 Coxnx = 0.

The two sets of equations (2.5) and (2.6) are further simplified to the extent possible and
we eventually arrive at the following version of the determining equations:

A=A(t), B = B (t)x+ By(1), Cy =1 (Hu+¢a(x,t),
G =o(t), $1e+ a1 =0, ¢t + Y1920 = 0,
@t torpa =0, Bix+ By +ai¢y =0, Bitx+ By + B2y = 0, 27)
oA — Ao+ oy + o By =0, —y1A: — Ay +31B1 =0,
—y2At — Ay +3y2B1 =0, —B1A; —APi = Bid1 +2B19+ 1B =0,
—A; — Aoy + By + oy =0, —B2Ar — AP+ B2Br + oy = 0.
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Equations (2.7) enable us to derive the infinitesimals A, B, C;, and C,, along with the
admissible forms of the various coefficient functions of system (1.1). Without presenting
any calculations, we provide the results obtained as follows:

A= | @) [awdira),

B=ax+as, Ci = au, C, = asv,

(2.8)

where a;, j = 1,2,...,5 are arbitrary constants. The functions & (), pi(¢), y1(t), a(t),
B2(t), and p,(t) are governed by the following relations:

D LAOB0] + (@2~ 20, — a1} i) =0,

%[A(t)yi(t)] “3aiyi(t) =0, i=1,2, (2.9)

a(t) = kiai (1), Ba(t) = kaoi (1),

where k; and k; are arbitrary constants. The symmetries under which (1.1) is invariant
can be spanned by the following five linearly independent infinitesimal generators:

V= [%(t) Jocl(t)dt]%ma—ax, V, = [all(t) Jocl(t)dt] %
0 1 d

0
» T amw T

(2.10)

V3=—V

Using these generators one can obtain a reduction of (1.1) to a system of ODEs after
getting the similarity variable and the form by solving the characteristic equations

ar _ax _ (2.11)

In general, one may obtain the reduced system of ODEs from any linear combination of
generators Vj, j = 1,2,...,5. Since there exist infinite possibilities for such combinations,
a systematic procedure to classify these reductions is based on the property that the trans-
formations of the symmetry group will transform solutions of (1.1) into other solutions.
Therefore, we classify the symmetry algebra of the KdV system into conjugacy inequiv-
alent subalgebra under the adjoint action of the symmetry group. We thus deduce the
following basic fields which form an optimal system for the KdV system, and from which
every other solution can be derived:
(1) Vi+aV, + bV3,
(if) Vo +cVs3,
(111,1) Vo + dV3 + Vs,
(iii_2) Vo +dV3; = Vs,
(iv) V3 + HV4,
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Table 2.1
Typeof | . . . o .
ol Similarity variable Similarity solution Forms of coefficient
essentia & (u,v) functions
field
TR L S [ (e,
. 1/(1+a) o (t)dt aF( ) () = ki (1), Bat) = ko (1),
O | sl [Ja@d] """ 6@) 0 = o[ far(dr] =",
i=1,2
» -k d 2(c-1)
w | E A A A N
[fea®de] " G(E) yi(t) = g (O [an(Ddt] ", i=1,2
. Bi(t) = ksa (D[ [ (1)dt])™ ",
@) | nlfwod]-x | Jf e i) (1) = kran (£), Palt) = kaan (1)
H i) =g (O e (B)dt] ™", i=1,2
F(®), Bu(t) = —m(t)exp[ Jan(oyde],
(iv) x 1 H
exp [ - ﬁ f‘xl(t)dt] G  a(t) =k (1), ﬁz(t) = kyai (1),

yi(t) = O',(Xl(t), i=1,2

X F(), Bi(t) = m(r exp[ focldt]
W ey le@dt e - a6 - B t) Bol6) = e (1),
y,(t) = aiocl(t), l = 1,2

ﬁl(t) =ksai(t), ar(t) = ki (1),
(vi) x— [a(t)dt F(£), G(&) Bo(t) = o (1),
yi(t) = g (1), i=1,2

Bi(t) = ks, ax(t) = ki,

(vii) x F(§), G(§) Ba(t) =k, 0 (t) = ko,
yi(t) = Oj, i= 1,2
(viii) t F(§), G() Any arbitrary function of ¢

ko, k1, ka, k3, 01, 02, a, b, ¢, d, y, and A are arbitrary constants. In rows (i)—(vi), a; (t) is arbitrary.

(V,l) V3 +AV4 + Vs,
(V_2) Vs +AV4 - Vs,
(vi_l) V4+ Vs,
(vi2) V4= Vs,
(vii) Vy,
(viii) Vs.
Because the discrete symmetry (f,x,u,v) — (t,—x,u,v) will map (iii_1), (v_1), and (vi_1)
to (iii-2), (v_2), and (vi-2), respectively, in the optimal system we confine ourselves to
eight generators only, while neglecting the other three.
In Table 2.1, we now list the similarity variable and the form which we get from (2.11),
and also the coefficient functions of the KdV system, for the essential fields in the optimal
system.
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3. The reduced systems and the exact solutions

In the following, we utilize the similarity variable and the form of the similarity solution,
as listed in Table 2.1, to obtain the reduced system of ODEs for (1.1). Some exact solu-
tions for the reduced systems are studied for each type of essential fields mentioned in
Table 2.1.

Type (i). The reduced system of ODEs in this case is as follows:

(1+a)[o1F" +ksGG +FF'| —éF —aF =0,

(3.1)
(1+a)[02G" +kFG +kiGF' ] — (G — bG = 0,
where prime denotes the differentiation with respect to the variable .
To system (3.1) we seek a special solution in the following form:
F= Al£_2 +Bl€)
(3.2)
G= Azf_z +Bz£.

On substituting these expressions for F and G in (3.1), we arrive at the following relations
among the various parameters involved:

2(1+a)(1+b)-3(2—a)

By = 2b—1)(1+a)+3k(2a— 1)(1+a)’

- BI—B%]W _ (1+b)

B, = i[ 5 ) ki = (+a)B, ka, (3.3)
120 _[@2-a)-(1+a)B] _ (Al +ksA3)

A= (ki +k2)’ A= ks(1+a)B, A, o= 124,

where a, b, k;, k3, and o, are arbitrary constants.
Thus, on using the back transformation, we get the solution of the system (1.1) as

(2—a)/(1+a) -1
"= Ax [Jm(t)dt] +le[Joc1(t)dt] ,

(3.4)
2-b)/(1+a) ~(1+b)/(1+a)
vt [aide +Bax| [ (e .
Type (ii). The reduced system of ODEs is
o1F"" + kGG +FF —F =0,
(3.5)

02G,” +k2FGl +k1GF, —cG=0.

Herein, we will look for a special solution in terms of exponential functions, that is, F =
arexp(mé) and G = ay exp(mé), for (3.5). The following exact solution of system (1.1)
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can be readily derived:

u=a [chl (t)dt] B exp(mx),

. (3.6)
v =a, [Jal(t)dt] exp(mx),
where ay, a,, and m are arbitrary constants and
1 2
o] = — k3 = —%, k2 = —k1, c= 02m3. (3.7)
m as
Type (iii). In this case, we have
01F""+ksGG'+FF —F' +F =0,
(3.8)

O'zGW +k2FG, +k1GF, -G +dG=0.

We employ the hyperbolic tangent method to obtain particular analytic solutions to the
system (3.8). On balancing the highest-order derivative terms with the nonlinear terms,
one can easily find that the solution will have the form as given by

F = a,+a, tanh& + a, tanh* &,

) (3.9)
G = b, + b, tanh& + by tanh” ¢,

where ag, a1, a;, and by, by, b, are constants to be determined. Substituting these forms in
(3.8) and performing the algebraic calculations on the relations obtained among various
parameters, we get

F = 120y sech? ¢,

3.10
G=—%+b1tanhf ( )
3U1
with
b%=—w, n-g k=g k=d=o (3.11)

Corresponding solution of system (1.1) can be expressed as follows:

u = 120, sech® [ln (Jocﬂt)dt) - x] [Jocl(t)dt]_l,

b (3.12)
y = _2a + b, tanh [ln (Jocl(t)dt) —x].
k3b,
Type (iv). For the case under consideration the reduced ODEs are
01F" +ksu 'GG' + FF' =0,
(3.13)

0,G"" +k,FG' +k,GF’ —‘1471G =0.
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We are only able to furnish here a linear solution for F and G of the type

U
= +a,
CETSAM
G==+ ( b £ —2 ) .
B (k1 +k2)\/—k3[471 \/—k3‘u*1
The solution of system (1.1) becomes
u!
u= x+ay,
(kl +k2) 2
o . (3.15)
2 -1
y== X+ exp[—y Jocl(t)dt].
((k1+k2)\/—ksﬂ‘1 \/—k3#_1>
Type (v). The system of reduced ODEs is given by
o F" + %GG’ +FF' - %F =0,
] ] (3.16)
0'2G,” +k2FG, +k1GF, — XG/ — XG =0.

Herein, we exploit the idea used in [29] to construct the closed form traveling wave so-
lutions for some nonlinear differential equations. Let us assume that the system (3.16)
admits a solution in the form

F=>aip'+ > biyg™!,
i=0 i=1
n n (317)
G=2ci¢/+ > diye’,
j=0 j=1
where ¢ and y are solutions of a coupled Riccati system:

¢ =—koy, Y =k(1-vy?), (3.18)

where k is a constant to be found later. The Riccati system possesses two types of general
solutions

I+

sech(k&), y = tanh(k§),

+csch(ké), v = coth(ké). (3.19)

¢ =
¢) =
These two types of solutions satisfy the relations y? = 1 — ¢? and y? = 1+ ¢*. We will
consider only the first solution for our system. Balancing the highest-order derivative
terms with the nonlinear terms in system (3.16) we obtain m,n = 2. This suggests the
following ansatz:

F=a,+a1¢+ad*+by+bydy,
3.20
G=C0+C1(/)+C2(/)2+d11//+d2¢1//. ( )
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Using these in ODEs (3.16), we arrive at a set of algebraic equations which can be solved
to get eventually

1 3 2 6
F= 3 + - 120 sech” (k&) + =120 tanh(k¢),
2
- i[)tks(l - 12k)2] sech™(k%),
subject to the following restrictions on the parameters:
o 3 1 C12k-1 b= 1- 12k (3.22)

w2(1-1200 7 agion 27 Tk 6k

Thus, we obtain a very elegant form of an exact analytic periodic solution of the KdV
system (1.1)

U= %+/ﬁsech2[ (x— —J(xl dt)] 1_ - 120 ————tanh [k(x— %j(xl(t)dt”,

v=i[/1k3(14_512k)2]l/zsech2[ (x—fj(xl t)dt)]exp[ i ocl(t)dt]

Type (vi). The Jacobi elliptic function method is used to find an exact solution for the
system

(3.23)

o F"" +kGG' +FF' —F =0,

444 4 ! ’ (3-24)
oG +k2FG +k1GF -G =0.

Following the procedure applied in [15], we take the solution of (3.24) in the form
F=> aisn'(§)
G= Z aisn'(§)

(3.25)

where sn(&) is the Jacobi elliptic sine function.
We recall first that the Jacobi elliptic cosine function c¢n(&), and the Jacobi elliptic func-
tion of third kind dn(&), satisfy the following:

() = 1—snd(E),  dn(E) = 1 - msnd(E),
d%sn<£>=cn(£>dn<£>, d%

dn(€ —m?cn(E)sn(€),  with modulus m (0 < m < 1).

en(&) = —sn(&)dn(¥), (3.26)

dé
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We select the values of m,n = 2 by balancing the highest-order derivative with the non-
linear term, and this brings in the following ansatz:

F = a, +aisn(&) + aysn*(§),

G = by + bysn(&) + bysn® (§). (3.27)

Combining (3.24) and (3.27), and performing algebraic computations, we deduce an in-
teresting form of another periodic solution for (1.1) as follows:

(k1 — k3y?) +4(1+m?) (kioy — k3029?)  120om?

u=F()= (e — kokay?) - (k1+k2)sn2(f), .
3 . (ky = 1) +4(1+m?) (kyo1 — 02)  120om*y ) '
V_G(f)_ —( (kl/y_k2k3y) + (k1+k2)5n (E) b)

where y = [((k; +ky)o1 — 02)/02k3]V? and & = x — [ oy (t)dt.

It is worth mentioning here that the class of solutions (3.28) gives rise, in particular, to
a completely new exact periodic solution for the system analyzed in [32] corresponding
to the parameter value k; = 0.

Type (vii). In this, we follow the procedure in a manner similar to the preceding case to
solve the equations

O']F”/ + k3GG, + ngF, =0,

2
0,G"" +k,FG +k GF' =0, (3.29)
and the following form of the solution is produced:
401+ m?) (ko —ksony?)  1200m*
Fe b k) Rtk @)
(3.30)

2 _ 2
== (e ™ )
where y = [((k; + k)01 — ko02)/02k3]"2. The solution to (1.1) can be expressed as
u=F&), v=G(), withé=x. (3.31)
Type (viii). The reduced ODEs, in this case are
F'=0, G =0 (3.32)
The obvious solution of (1.1) is
u = constant, y = constant. (3.33)
4. Discussion and concluding remarks

We have investigated the symmetries and invariant solutions of a variable coefficient KdV
system. The generalized symmetry method is utilized for the purpose of obtaining the
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group infinitesimals. Using the adjoint action of the symmetry group an optimal system
is identified. The basic fields of the optimal system lead to reductions that are inequiv-
alent with respect to the symmetry transformations. For each element in the optimal
system, some exact solutions are attempted for the KdV system. It is important to note
that, besides deriving the exact solutions for the system under investigation, new exact
solutions have also been deduced in particular, for a system examined in [32]. Moreover,
in one instance (refer to (3.28)), the solution furnished brings forth a new class of ex-
act periodic solutions of the same system [32]. In almost all the cases, one can choose
the arbitrary function a; (¢), along with various other arbitrary parameters, in a suitable
manner, and this provides enough freedom to build solutions that may correspond to a
particular physical situation. It is to be mentioned that, with the aid of Maple, the exact
solutions reported here in this paper are found to indeed satisfy the KdV system. Finally,
it is being pointed out that the KdV system examined in the present study will also admit
some additional symmetries for the special case a;(¢) = f2(t). The work is in progress
and will be communicated later upon completion.
The main results of Sections 2 and 3 are summarized as follows.

THEOREM 4.1. For a given smooth function a,(t), the KAV system (1.1) remains invariant
under a 5-parameter Lie algebra spanned by the following basis elements:

V1=[%(t)f ()dt]%ﬂc%
sz[ﬁmf ()dt]%—u% (4.1)
9 19 9

Vi3 =—v Vs = —.

o V4T a(t) ot ox

The admissible forms of the coefficient functions satisfy the following equations:

%[ﬁlm {(al +ay) J(xl(t)dt+a4}] + (a2 —2a3 —a1)pa(t) = 0,

o (1)
(4.2)

%[;ji((l;)) {(611 +ay) Jm(t)dt-f—&h;}] —3ayyi(t) =0, i=1,2,
a(t) = kyay (1), Ba(t) = kaai (1),

where a1, ay, as, as, ki, and k, are arbitrary constants.

THEOREM 4.2 (periodic solution). Suppose that the coefficient functions are as given in row
v) of Table 2.1. Then

u=%+/ﬁsecb2[ (x——Jocl dt)] 1_lzk)tanh[( AJ“I dt)]

y ==+ [ﬁ] v sech? | k [ (x -= Jal(t)dtﬂ exp [ 3 Jal(t)dt]
(4.3)
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form a solution to the KAV equations (1.1), when

3 1 _12k-1

1— 12k
Te(-1200 T agion 27 Tk

6k

01 k1 = (4.4)

A#0, ks # 0, k # 1/12 are arbitrary constants; and «, (t) is an arbitrary smooth function.

THEOREM 4.3 (periodic solution). Suppose that the coefficient functions are as given in row
(vi) of Table 2.1. Then

(k1 —k3y2)+4(1+m2)(k101 —k302)/2) 120'27’}’12

u:F(f): (kl—k2k3y2) - (k1+k2)sn2(€)’
(4.5)
3 . (ky— 1) +4(1+m?) (kaor —02)  1200m%y )
v=G() = _( (ki/y — kaksy) i (ki +k2) @),

where y = [((k1 + ky)o1 — 02)/02k3]V2 # 0, ki # koksy?, 0<m < 1, 02 # 0, k3 # 0, and
ki # —k;, are all arbitrary constants and & = x — [ a; (t)dt, with a;(t) as a smooth arbitrary
function, is a solution of the KAV system (1.1).

THEOREM 4.4. Suppose that the coefficient functions are as given in row (i) of Table 2.1.
Then, for an arbitrary smooth function o (t), the KAV system (1.1) has a solution of the

form
(2—a)/(1+a) -1
uzAlez[‘[(xl(t)dt] +le[J(x1(t)dt] ,
(4.6)
(2—b)/(1+a) —(14b)/(1+a)
v:Azxfz[J(xl(t)dt] +Bzx[Joc1(t)dt] ,
where
Bl — 2(1+a)(1+b)-3(2—a)
T 2b-1)(1+a)+3k(2a-1)(1+a)’
B Bl—B%]m _ 120 [@-a)-(1+a)B]
Bz’i[ sl M Ty T kavas v @7
_ (1+b) ’ __(A%+k3A§)
T (+a)B T T 124,

with a, b, ka, ks, and o, as arbitrary constants.

THEOREM 4.5. Suppose that the coefficient functions are as given in row (iii) of Table 2.1.
Then, for an arbitrary smooth function o (t), the KAV system (1.1) has a solution of the

form
u = 1207 sech’ [ln (Jal(t)dt) - x] [Jocl(t)dt]_l,

__120'1 _
_ k3b1+b1tanh[1n(Ial(t)dt) x],

(4.8)
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where

2401(1 -4 1 1
JAa(l-de) 1

b2 = > = Q.0
1 k3 4 80]

ki=d=0 (4.9)
with o1, ks as arbitrary constants.
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