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A non-Archimedean antiderivational line analog of the Cauchy-type line integration is
defined and investigated over local fields. Classes of non-Archimedean holomorphic func-
tions are defined and studied. Residues of functions are studied; Laurent series represen-
tations are described. Moreover, non-Archimedean antiderivational analogs of integral
representations of functions and differential forms such as the Cauchy-Green, Martinelli-
Bochner, Leray, Koppelman, and Koppelman-Leray formulas are investigated. Applica-
tions to manifold and operator theories are studied.

1. Introduction

Line (Cauchy) integration is the cornerstone in the complex analysis and integral for-
mulas of functions and differential forms such as the Cauchy-Green, Martinelli-Bochner,
Leray, Koppelman, and Koppelman-Leray formulas play a very important role in it and
in analysis of complex manifolds and the theory of Stein and Kähler manifolds and the
theory of holomorphic functions (see, e.g., [8, 23, 24]). In the non-Archimedean case
there is a not-so-developed analog of complex analysis. There are few works devoted to
non-Archimedean holomorphic functions over the complex non-Archimedean field Cp

and the Levi-Civitá fields, which are not locally compact (see [2, 11] and the references
therein). In those works M. M. Vishik and M. Berz have obtained analogs of residues and
the Cauchy formula, but the integrals that they have used were of combinatorial-algebraic
nature and they have operated with power series mainly for their analogs of holomorphic
functions. On the other hand, there is no measure equivalent to the Haar measure on such
nonlocally compact fields because of the Weil [29] theorem stating that the existence of
such nontrivial measure on a topological group implies its local compactness. This pa-
per is devoted to other non-Archimedean analogs of integral representation theorems
that were not yet considered by other authors. Moreover, this paper operates with locally
compact non-Archimedean fields of characteristic zero (local fields) and the correspond-
ing analogs of complex planes. Apart from the classical case in the non-Archimedean case
there is no indefinite integral. Antiderivation operators by Schikhof [22] are used instead.
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It is necessary to note that this paper considers not only manifolds treated by the rigid
geometry but also much wider classes continuing the previous work [19]. The existence
of an exponential mapping for these manifolds is proved. A rigid non-Archimedean ge-
ometry serves mainly the needs of the cohomology theory on such manifolds, but it
is too restrictive and operates with narrow classes of analytic functions [7]. It was in-
troduced at the beginning of the sixties of the 20th century. Few years later on wider
classes of functions were investigated by Schikhof [22]. In this paper, classes of functions
and antiderivation operators by Schikhof and their generalizations from [14, 15, 16] are
used.

Section 2 is devoted to the definition and investigations of the non-Archimedean ana-
logs of the line integration over local fields. Classes of non-Archimedean holomorphic
functions are defined and studied. For this specific non-Archimedean geometry defini-
tions and theorems are given (see also definitions and notations in [13, 14, 15, 16, 18, 19]).
It is necessary to note that definitions, formulations of theorems, propositions, and so
forth. and their proofs differ substantially from the classical case (over C). Residues of
functions are studied and Laurent series representations are described. In Section 3, non-
Archimedean antiderivational analogs of integral representations of functions and dif-
ferential forms such as the Cauchy-Green, Martinelli-Bochner, Leray, Koppelman, and
Koppelman-Leray formulas are investigated. These studies are accomplished on domains
in finite-dimensional Banach spaces over local fields and also on manifolds over local
fields. All results of this paper are obtained for the first time. Finally applications of the
obtained results to the theory of non-Archimedean manifolds and linear operators in
non-Archimedean Banach spaces are outlined. In works of Vishik (see [11] and the refer-
ences therein) the theory of non-Archimedean (Krasner) analytic operators with compact
spectra in Cp was developed. In this paper, operators may have noncompact spectra in a
field L such thatQp ⊂ L (maybe also L⊃ Cp and L �= Cp) continuing the investigation of
[12].

2. Line antiderivation over local fields

To avoid misunderstandings we first present our specific definitions.

2.1. Notation and remarks. Let K denote a local field, that is, a finite algebraic extension
of the field Qp of p-adic numbers with a norm extending that of Qp [30]. Denote by
Cp the field of complex numbers with the norm extending that of Qp [10]. If i ∈ K,
take α∈ Cp \K such that there exists m̃∈N with αm̃ ∈ K, where m̃ is a minimal natural
number, m̃= m̃(α), i := (−1)1/2. If i /∈K, take α= i. Denote by K(α) a local field which is
the extension of K with the help of α.

Suppose U is a clopen compact perfect (i.e., dense in itself) subset in K and Uσ := σ is
its approximation of the identity: there is a sequence of maps σl :U →U , where 0≤ l ∈ Z,
such that

(i) σ0 is constant;
(ii) σl ◦ σn = σn ◦ σl = σn for each l ≥ n;

(iii) there exists a constant 0 < ρ < 1 such that for each x, y ∈ U the inequality |x−
y| < ρn implies σn(x)= σn(y);
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(iv) |σn(x)− x| < ρn for each integer n ≥ 0. Consider spaces Cn(U ,L) of all n-times
continuously differentiable in the sense of difference quotients functions f :U →
L, where L is a field containing K with the multiplicative norm | · |L which is the
extension of the multiplicative norm | · |K in K. Then there exists an antideriva-
tion

UP
n : Cn−1(U ,L)→ Cn(U ,L) (2.1)

given by the formula

UP
n f (x) :=

∞∑
l=0

n−1∑
j=0

f ( j)
(
xl
)(
xl+1− xl

) j+1

( j + 1)!
, (2.2)

where xl := σl(x), x ∈U , n≥ 1 (see [22, Section 80]). Formula (2.2) shows that if UPn is
defined on Cn−1(U ,K), then it is defined on Cn−1(U ,Y) for each field L which is complete
relative to its norm such that K ⊂ L and a Banach space Y over L. From Cm(U ,Y) ⊂
Cn−1(U ,Y) for each ∞ ≥ m ≥ n ∈ N, it follows that there exists a restriction UPn|Cm :
Cm(U ,Y)→ Cn(U ,Y) which is the L-linear operator for each m≥ n− 1.

Since Pn is the L-linear continuous operator from Cn−1 into Cn, then there exists the
L-linear space PC

n
0 (U ,Y) := Pn(Cn−1(U ,Y)), putting PCn(U ,Y) := PC

n
0 (U ,Y)⊕Y , where

n ≥ 1, Y is a Banach space over L. For a clopen subset Ω in (K⊕ αK)m such that Ω ⊂
Um×Um consider the antiderivation ΩPn f (z) as the restriction of Um×UmPn f (z) on Ω,

ΩP
n f (z) := Um×UmPn|Ω f (z)= Um×UmPn f (z)χΩ(z), (2.3)

where

Um×UmPn f (z) := UP
n
x1
···UPnxmUPny1

···UPnym f (z), (2.4)

χΩ(z) denotes the characteristic function of Ω, χΩ(z) = 1 for each z ∈Ω, χΩ(z) = 0 for
each z ∈ K2m \Ω, z = (x, y), x, y ∈ Um ⊂ Km, x = (x1, . . . ,xm), x1, . . . ,xm ∈ K, and UPnxl
means the antiderivation by the variable xl. This is correct, since each f ∈ C(0,n−1)(Ω,L) :
= C((0,n− 1), Ω → L) (see [15, Section I.2.4] and [16]) has a C(0,n−1)-extension on
Um×Um, for example, f |Um×Um\Ω = 0. This means that Um×UmPn f (z) is the antideriva-
tion defined with the help of approximation of the unity onUm×Um such that Um×Umσ =
(Uσ , . . . ,Uσ).

The condition of compactness of Ω is not very restrictive, since each locally compact
subset in (K⊕αK)m has a one-point (Alexandroff) compactification which is totally dis-
connected and hence homeomorphic to a clopen subset in (K⊕αK)m (see [5, Section 3.5
and Theorem 6.2.16] about universality of the Cantor cube). If ρ(z1,z2) := |z1− z2| is the
metric in (K⊕ αK)m, then the metric ρ′(z1,z2) := ρ(z1,z2)/[1 + ρ(z1,z2)] has the exten-
sion on the one-point compactification A(K⊕ αK)m := (K⊕ αK)m ∪ {A}, where A is a
singleton. If Y is a metric space with a metric ρ, then B(Y , y,r) := {z ∈ Y : ρ(z, y) ≤ r}
denotes the ball of radius r > 0 and containing a point y ∈ Y .
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2.2. Notes and definitions.

2.2.1. For a local field K there exists a prime p such that K is a finite algebraic exten-
sion of Qp. In view of [30, Theorems 1.1 and 4.6 and Proposition 4.4] there exists a
prime element π ∈ K such that P = πR = Rπ, R/P is a finite field Fpn consisting of pn

elements for some n∈N [30], modK(π) := q−1 and ΓK :=modK(K), where modK is the
modular function of K associated with the nonnegative Haar measure µ on K such that
µ(xS) = modK(x)µ(S) for each 0 �= x ∈ K, modK(0) := 0 and each Borel subset S in K
with µ(S) <∞, P := {x ∈ K : |x| < 1}, R := B(K,0,1). Then each x ∈ K can be written
in the form x =∑

l xlπ
l, where xl ∈ {0,θ1, . . . ,θpn−1}, minxl �=0 l =:−ordK(x) >−∞, θ0 +P,

θ1 +P, . . . ,θpn−1 +P is the disjoint covering of R, θ0 := 0. Consider in K the linear ordering
a
b if ak = bk, . . . ,as = bs, as+1 < bs+1, where a,b ∈ K, by our definition θs < θv for each
s < v, k :=min(ordK(a),ordK(b)). In B(K,0,1) the largest element relative to such linear
ordering is β :=∑∞

l=0 θ(pn−1)πl = θ(pn−1)/(1−π).
Although this linear ordering is preserved neither by additive nor by multiplicative

structures of K, it is useful (see, e.g., [26, 27] and [22, Section 62]).

2.2.2. Let v0, . . . ,vk ∈ K(α)m such that vectors v1− v0, . . . ,vk − v0 are K-linearly indepen-
dent, then the subset s := [v0, . . . ,vk] := {z ∈ K(α)m : z = a0v0 + ··· + akvk; a0 + ··· +
ak = 1; a0, . . . ,ak ∈ B(K,0,1)} is called the simplex of dimension k over K, k = dimKs.
A polyhedron P is by our definition the union of a locally finite family ΨP of simplexes.
For compact P a family ΨP can be chosen finite. An oriented k-dimensional simplex is
a simplex together with a class of linear orderings of its vertices v0, . . . ,vk. Two linear or-
derings are equivalent if they differ in an even transposition of vertices. For a simplicial
complex S let Cq(S) be an Abelian group generated by simplices sq of dimension q over
K and relations s

q
1 + s

q
2 = 0, if s

q
1 and s

q
2 are differently oriented simplices (see the real case

in [25, Chapter 4]). Then there exists the homomorphism ∂q : Cq(S)→ Cq−1(S) such that
∂q[v0, . . . ,vq] :=∑q

l=0(−1)l[v0, . . . ,vl−1,vl+1, . . . ,vq] and ∂q[v0, . . . ,vq] is called the oriented
K-boundary of sq.

2.2.3. A clopen compact subsetΩ in (K⊕αK)m is totally disconnected and its topological
boundary is empty. Nevertheless, using the following affine construction it is possible
to introduce convention about certain curves and boundaries which will serve for the
antiderivation operators.

Let Ω be a locally K-convex subset in K(α)m for which there exists a sequence Ωn of
polyhedra with Ωn ⊂Ωn+1 for each n ∈ N, Ω = cl(

⋃
nΩn), where cl(S) denotes the clo-

sure of a subset S in K(α)m. Suppose each Ωn is the union of simplices s j,n with vertices

v
j
0,n, . . . ,v

j
k,n, j = 1, . . . ,b(n)∈N; moreover, dimK(s j,n∩ s j′,n) < k for each j �= j′ and each

n, where k > 0 is fixed. Then define the oriented K-border ∂Ωn :=∑
j,l(−1)l[v

j
0,n, . . . ,v

j
l−1,n,

v
j
l+1,n, . . . ,v

j
k,n]. Consider Ωn for each n such that if dimK(s j,n∩ s j′,n)= k− 1 for some j �=

j′, then s j,n ∩ s j′,n = [v
j
0,n, . . . ,v

j
l−1,n,v

j
l+1,n, . . . ,v

j
k,n] = [v

j′
0,n, . . . ,v

j′

l′−1,n,v
j′

l′+1,n, . . . ,v
j′

k,n] and
(l− l′) is odd. For each n choose a set of vertices generating Ωn of minimal cardinality
and such that the sequence {∂Ωn : n} converges relative to the distance function d(S,B) :=
max(supx∈S ρ(x,B), supb∈B ρ(b,S)), where ρ(x,B) := infb∈B ρ(x,b) and ρ(x,b) := |x− b|.
Then by our definition ∂Ω := limn→∞ ∂Ωn.
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Evidently, each clopen compact subset Ω has such decomposition into simplices and
the described ∂Ω, since Ω is the finite union of balls, but for two balls B1 and B2 in
(K⊕ αK)m either B1 ⊂ B2 or B2 ⊂ B1 or B1 ∩ B2 =∅ due to the ultrametric inequality
and each ball B has such decomposition into simplices as described above.

2.2.4. We say that a subset Ω in A(K⊕αK)m encompasses a point z if z ∈Ω.
For the unit ball relative to the metric ρ(z1,z2) := |z1 − z2|, let its non-Archimedean

canonical oriented K-border ∂cBρ(K⊕ αK,0,1) be given by the set [(−β,−β),(β,−β)]∪
[(β,−β),(β,β)]∪ [(β,β),(−β,β)]∪ [(−β,β),(−β,−β)], where [a,b] := {z ∈ K⊕αK : z =
(1− t/β)a+ (t/β)b, t ∈ B(K,0,1)} for each a,b ∈ K⊕ αK. Then ∂cB((K⊕ αK)m,0,1) :=⋃m
l=1B(K⊕ αK,0,1)l−1 × ∂cB(K⊕ αK,0,1)×B(K⊕ αK,0,1)m−l, ∂cB((K⊕ αK)m,z,qk) :=

z+π−k∂cB((K⊕αK)m,0,1). This is the particular case of Section 2.2.3.
A continuous mapping γ : B(K,0,1)→ A(K(α))m is called a path. We say that γ en-

compasses a point z ∈ A(K(α))m if

(i) z ∈Ω, where ∂Ω= γ, dimKΩ= 2,
(ii) z /∈ γ(B(K,0,1)),

(iii) |z| < supθ∈B(K,0,1) |γ(θ)| for z �= A, supθ∈B(K,0,1) |γ(θ)| <∞ for z =A.

A path γ is called locally affine if there exists a finite partition � of γ(B(K,0,1)) such
that γ =⋃n

l=1 τl, where � := {z0,z1, . . . ,zn}, τl := [zl−1,zl] for each l = 1, . . . ,n. We consider
the family �q of all paths γ for which there exists a sequence {γn : n} ⊂ �a converg-
ing relative to the distance function d′(S,B) :=max(supx∈S ρ

′(x,B), supb∈B ρ
′(b,S)) to γ

in (A(K(α))m,ρ′) and such that there exists a homeomorphism ν of γ(B(K,0,1)) with
B(K,0,1) and ν is a piecewise PCq+1-diffeomorphism with it, where �a denotes the fam-
ily of all locally affine paths, q ∈ N. In addition, we take Ω and γ such that γ = ∂Ω in
accordance with Section 2.2.3.

Since AK(α)m and A(K⊕αK)m are compact, then a clopen compact set Ω in AK(α)m

or inA(K⊕αK)m is homeomorphic with a clopen compact subset κ(Ω) in K(α)m or (K⊕
αK)m, respectively (see [5, Theorem 6.2.16 and Corollary 6.2.17] about universality of the
Cantor cube for zero-dimensional spaces), where κ : Ω→ κ(Ω) is the homeomorphism.
Therefore, we can consider ΩPn, ∂Ω, and ∂ΩPn induced by κ of such sets Ω also.

2.2.5. Let M be a Cξ+(1,0)-manifold of dimension k over K such that ξ = (q,n− 1), where
spacesCξ(Ka,Kb) := C(ξ,Ka→Kb) andCξ-manifolds and uniform spacesCξ(M,N) of all
Cξ-mappings f :M→N were defined in [15, Section I.2.4] and [16] 0≤ q ∈ Z, 0 < n∈ Z,
and

PC
ξ+(0,1)
0

(
Ω,Lb

)
:= Pn(Cξ(Ω,Lb

))
,

PC
ξ+(0,1)(Ω,Lb

)
:= PC

ξ+(0,1)
0

(
Ω,Lb

)⊕Lb
(2.5)

were described in [19, Lemma 2.1], where Pn := ΩPn (see Section 2.1).
Suppose that charts (Vj ,φj) of the atlas At(M) of M are such that

(α) Vj are clopen in M,
(β)

⋃
j Vj =M,

(γ) φj :Vj → φj(Vj)⊂Uk are homeomorphisms on clopen subsets in Uk, where
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(δ) φi, j := φi ◦ φ−1
j ∈ P,xlC

ξ+(1,0) ∩Cξ(Wi, j ,Kk) for each i �= j with Vi ∩Vj �= ∅ and
each coordinate xl induced from K, l = 1, . . . ,k, Wi, j := dom(φi, j),

(ε) P,xlC
ξ+(1,0)(Ω,Y) := UPnxl(C

ξ(Ω,Y))⊕Y
for a Banach space Y over L, K⊂ L. Thus put

SC
ξ+(1,0)(Ω,Y)

:= {
f ∈ Cξ+(1,0)(Ω,Y) : f

(
x1, . . . ,xk

)∈ P,xlC
ξ+(1,0)(Ω,Y) for each l = 1, . . . ,k

}
,

(2.6)

where Y is a Banach space over L. In particular, SCξ+(1,0)(U ,Y) = PCξ+(0,1)(U ,Y) =
PCq+n(U ,Y), but for dimKΩ>1 these spaces are different SCξ+(1,0)(Ω,Y) �=PCξ+(0,1)(Ω,Y).

Then we call M satisfying conditions (α− ε) the SCξ+(1,0)-manifold, and such map-
pings φi, j are called the SCξ+(1,0)-mappings.

Tensor fields over M were defined in [19, Sections 2.1.2 and 2.1.3]. Then the bundle
of r-differential forms is the antisymmetrized bundle ψr : ΛrM →M of the bundle τr :
TrM→M of r-fold covariant tensors.

A mapping φ : V →W of a (cl)open subset V on a (cl)open subset W of Kk is called
a SCξ+(1,0)-diffeomorphism if φ is surjective and bijective with φ ∈ SCξ+(1,0)(V ,Kk) and
φ−1 ∈ SCξ+(1,0)(W ,Kk).

Consider the SCξ+(1,0)-diffeomorphism φ : η→ φ(η), where

(i) η = [v0,v1]× [v1,v2]×···×[vk−1,vk]

is the parallelepiped in Kk, vectors v1 − v0, . . . ,vk − v0 are K-linearly independent. Then
for a k-differential C(0,n−1)-form w on φ(η) define

(1) φ(η)Pnw := ηPnφ∗w,

where φ∗w is the pullback of w defined in local coordinates in the standard way, since φ
is the SCξ+(1,0)-diffeomorphism such that

(2) φ(η)Pnw = 0 for dimKη �= k,

since w = 0 for k > dimKM. Without loss of generality, take 0 ∈ U and σ0(0) = 0, then
σl(0)= 0 for each l ∈N, consequently, UPn|{0} = 0. Therefore, UmPn|(Um∩Kk×{0}m−k)w = 0
for k < dimKΩ = m. Each such parallelepiped η is the finite union of simplices satis-
fying conditions of Section 2.2.3. The orientation of ∂η is induced by the orientations
constituting its simplices which are consistent. Consider such parallelepipeds ηj,q,l with
l = 1, . . . ,b(q)∈N and

(ii) dimK(ηj,q,l ∩ηj,q,l′) < k for each l �= l′,
(iii) cl(

⋃
q κj,q)= φj(Vj), where

(iv)
⋃b(q)
l=1 ηj,q,l =: κj,q,

(v) limq→∞maxl diam(ηj,q,l)= 0.

Since ηj,q,l P
nv + ηj,q,l′P

nv = ηj,q,l∪ηj,q,l′P
nv for each differential C(0,n−1) − k-form v with sup-

port in Uk and each l �= l′ and UkPn is the continuous operator from C(0,n−1)(Uk,L) to
C(0,n)(Uk,L), then there exists

(vi) limq→∞
∑b(q)

l=1 ηj,q,l P
nv =: φj (Vj )P

nv.
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Using transition mappings φi, j and considering clopen disjoint covering

(vii) Wj :=Vj \
⋃ j−1
l=1 Vj of M,

we get

(viii) MPnw =
∑

j Wj P
nw

independent of the choice of local coordinates in M. Note that since |β| = 1, then
B(Kl,z,r) can be represented as the parallelepiped with the K-boundary ∂cB(Kl,z,r) de-
scribed above due to the ultrametric inequality. Due to (vi), (vii), and (viii), γPnv is de-
fined for locally affine path γ (see Section 2.2.4), which is the PCn-manifold that will be
supposed henceforth.

Each compact manifold M has a finite dimension over K and using Wj we get an
embedding into Kb for some b ∈ K. Let φ : Ω →M be such that φ is surjective and
bijective, φ and φ−1 ∈ SCξ+(1,0), which means that φj ◦ φ ∈ SCξ+(1,0)(φ−1(Vj),Kk) and
φ−1 ◦ φ−1

j ∈ SCξ+(1,0)(φj(Vj),Kk) for each j, where φ−1(M) = Ω ⊂ Uk satisfies condi-

tions of Section 2.2.3, At(M) = {(Vj ,φj) : j} is an atlas of a SCξ+(1,0)-manifold M (see
above). Such φ is called the SCξ+(1,0)-diffeomorphism of Ω onto M. Then M is oriented
together with Ω. Thus ∂M := φ(∂Ω) is the oriented boundary. We can also consider the
analytic manifold M and the analytic diffeomorphism φ. Each compact Cξ-manifold M
can be supplied with the analytic manifold structure using a disjoint covering refined into
At(M).

Theorem 2.1. Let M be a compact SCξ- or PCξ-manifold over the local field K with dimen-
sion dimKM = k and an atlas At(M) = {(Vj ,φj) : j = 1, . . . ,n}, where ξ = (q,n), 1 ≤ q ∈
N, 0≤ n∈ Z, then there exists a SCξ- or PCξ-embedding of M into Knk, respectively.

Proof. Let (Vj ,φj) be the chart of the atlas At(M), where Vj is clopen in M, hence M \Vj

is clopen in M. Therefore, there exists a SCξ- or PCξ-mapping ψj of M into Kk such that
ψj(M \Vj)={xj} is the singleton andψj :Vj→ψj(Vj) is the SCξ- or PCξ-diffeomorphism
onto the clopen subset ψj(Vj) in Kk, correspondingly, xj ∈ Kk \ψj(Vj), since the opera-
tor MPn is K-linear, MPn0= 0 and the covering {Vj : j} of M has a disjoint finite refine-
ment {Wk : k} such that Pnxl[ f ]=Pnxl[

∑
k f χWk ]=

∑
k P

n
xl[ f χWk ] for each f ∈C(q,n−1)(M,K)

and each coordinate xl (see Sections 2.1 and 2.2.5). Then the mapping ψ(z) := (ψ1(z), . . . ,
ψn(z)) is the embedding into Knk, since the rank is such that rank[dzψ(z)] = k at each
point z ∈M, because rank[dzψj(z)]= k for each z ∈ Vj and dimKψ(Vj)≤ dimKM = k.
Moreover,ψ(z) �= ψ(y) for each z �= y ∈Vj , sinceψj(z) �= ψj(y). If z ∈Vj and y ∈M \Vj ,
then there exists l �= j such that y ∈Vl \Vj , ψj(z) �= ψj(y)= xj . �

Theorem 2.2. Let M be a compact oriented manifold over K of dimension dimKM = k > 0
with an oriented boundary ∂M and let w be a differential (k− 1)-form as in Section 2.2.5
such that its pullback φ∗w is a differential (k− 1)SC(1,n−1)-form, then

MP
ndw = ∂MP

nw. (2.7)

Proof. Since M is the manifold of dimKM = k > 0, then M is dense in itself and compact,
hence Ω is dense in itself and compact (see [5, Chapter 1 and Theorems 3.1.2 and 3.1.10])
and the approximation of the identity can be applied toΩ. In view of formulas (2.1)–(2.4)
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and (1), (2) on the space of Cξ-differential forms, operators UPnxq and UPnxs commute for
each 1≤ q,s≤ k. Then

(i) UPn f |ba =−UPn f |ab, where UPn f |ba := UPn f (b)− UPn f (a).

In view of conditions imposed on the manifold M, partitions of Ωn into unions of
parallelepipeds, which are finite unions of simplices as in Section 2, formula (i), and
(1), also using the limit (vi) and formula (viii), it is sufficient to verify (2.1) for a par-
allelepiped and an arbitrary term ψ := f (z)dz1 ∧···∧ dzq−1 ∧ dzq+1 ∧···∧ dzk corre-
sponding to the differential (k− 1)SC(1,n−1)-form φ∗w. Consider in Kk the standard or-
thonormal base e1, . . . ,ek, where el := (0, . . . ,0,1,0, . . . ,0) is the vector with 1 in lth place.
Without loss of generality, using limits we can take the parallelepipeds τ = [v0,v1]×
··· × [vk−1,vk] with vl − vl−1 = λlel for each l = 1, . . . ,k, where 0 �= λl ∈ K. Therefore,
df (z) = (−1)q−1(∂ f (z)/∂zq)dz1 ∧···∧ dzk. Since f ∈ SC(1,n−1), then UPnzq(∂ f (z)/∂zq)|ba
= f (z1, . . . ,zq−1,b,zq+1, . . . ,zk)− f (z1, . . . ,zq−1,a,zq+1, . . . ,zk) for each l = 1, . . . ,k. Conse-
quently,

(ii)

τP
ndψ = (−1)q−1

[v0,v1]×···×[vq−2,vq−1]×[vq+1,vq+2]×···×[vk−1,vk]P
ndz1

∧···∧dzq−1∧dzq+1∧···∧dzk[vq−1,vq]P
n
(
∂ f (z)
∂zq

)
dzq

= (−1)q−1
[v0,v1]×···×[vq−2,vq−1]×[vq+1,vq+2]×···×[vk−1,vk]

×Pn{ f (z1, . . . ,zq−1,vq,dzq+1, . . . ,dzk
)

− f
(
z1, . . . ,zq−1,vq−1,dzq+1, . . . ,dzk

)}
dz1

∧···∧dzq−1∧dzq+1∧···∧dzk

(2.8)

for each q = 1, . . . ,k. In view of (2) antiderivations of ψ by other pieces (−1)s−1[v0,v1]×
···×[vs−2,vs−1]× ({vs}− {vs−1})× [vs,vs+1]× ···×[vk−1,vk] corresponding to s �= q of
the K-border are zero. �

Corollary 2.3. Let M be a compact oriented manifold over K of dimension dimKM =
k > 0 with an oriented boundary ∂M and let w be a differential (k− 1)C(1,n−1)-form as in
Section 2.2.5 such that its pullback φ∗w =∑

j1<···<jk−1
f j1,..., jk−1dzj1 ∧ ··· ∧ dzjk−1 has each

function f j1,..., jk−1 in P,zjC
n(U ,L) by the variable zj for each j such that j ∈ {1, . . . ,k} \

{ j1, . . . , jk−1}, then

MP
ndw = ∂MP

nw. (2.9)

Proof. Repeating the proof of Theorem 2.2 for each term f j1,..., jk−1dzj1 ∧···∧ dzjk−1 of w
and applying (i), (ii), we get the statement of this corollary. �

2.2.6. Remarks and notations. Let f ∈ C1(K(α),Y), where Y is a Banach space over L,
L is a field containing K(α) such that L is complete relative to its uniformity, and the
multiplicative norm in L is the extension of the multiplicative norm in K(α). As the Ba-
nach space K(α) over K is isomorphic with Kr , where 2≤ r ∈N consider such structure
of K(α) over K. That is, K(α) over K is considered as

⊕r−1
m=0α

mK, where α0 = 1. Thus
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each z ∈ K(α) has the unique decomposition z = x+αy with x ∈ K and y ∈⊕r−2
m=0α

mK.
Henceforth, either we consider r = 2 which implies that in the decomposition z = x+αy
of z ∈ K(α) both x and y ∈ K, or we consider K⊕ αK for r > 2 such that again each
z ∈ K⊕αK has the unique decomposition z = x+αy with both x and y ∈ K. Only these
two variants with K⊕αK will be considered below if nothing else is specified (see also a
justification of this in Remark 2.10).

Then we write each ζ ∈ K(α) in the form ζ = x + αy, where x ∈ K, y ∈⊕r−2
m=0α

mK, α
for K is chosen as in Section 2.1. Denote by ζ̄ := x− αy the so-called conjugate element
to ζ . Then x = (ζ + ζ̄)/2 and y = (ζ − ζ̄)/(2α). Therefore,

(i) ∂ f (ζ , ζ̄)/∂x = ∂ f (ζ , ζ̄)/∂ζ + ∂ f (ζ , ζ̄)/∂ζ̄ and
(ii) ∂ f (ζ , ζ̄)/∂y = α∂ f (ζ , ζ̄)/∂ζ −α∂ f (ζ , ζ̄)/∂ζ̄ , consequently,

(iii) ∂ f (ζ , ζ̄)/∂ζ = [∂ f (ζ , ζ̄)/∂x+α−1∂ f (ζ , ζ̄)/∂y]/2 and
(iv) ∂ f (ζ , ζ̄)/∂ζ̄ = [∂ f (ζ , ζ̄)/∂x−α−1∂ f (ζ , ζ̄)/∂y]/2.

In particular, the external differentiation of differential C1-forms w on a clopen subset Ω
in (K⊕αK)m has the form

(v) dw = ∂w+ ∂̄w, where
(vi) w =∑

I ,J wI ,J(ζ , ζ̄)dζ∧I ∧dζ̄∧J ,
(vii) ∂w =∑

I ,J ,l(∂wI ,J /∂ζl)dζl ∧dζI ∧dζ̄∧J ,
(viii) ∂̄w = (−1)|I|

∑
I ,J ,l(∂wI ,J /∂ζ̄l)dzI ∧ dζ̄ l ∧ dζ̄∧J , where dζ∧I := dζI1 ∧ ··· ∧ dζIb ,

dζ̄∧J := dζ̄J1 ∧···∧dζ̄Jc , 1≤ I1 < ··· < Ib ≤m, 1≤ J1 < ··· < Jc ≤m,

such that w is the (b,c)-form with coefficients wI ,J ∈ C1(Ω,Y), |I| := b.
If r > 2, then the differential s-form w can be written as

(ix) w =∑
J ,|J|=s wJdz∧J , z = (z1, . . . ,zrm), zl ∈K, for each l = 1, . . . ,rm, dz∧J := dzJ1 ∧

··· ∧ dzJs , 1 ≤ J1 < ··· < Js ≤ rm. Let Λ(K(α)m) denote the Grassmann alge-
bra (exterior algebra) of K(α)m, where K(α) is considered as a K-linear space,
Λ(K(α)m) =⊕rm

l=0Λ
l(K(α)m). Then w ∈ Cξ(Ω,L(Λ(K(α)m),Y)) is the differen-

tial form, since the space (K(α)m)∗ of K-linear functionals on K(α)m is the space
isomorphic with K(α)m due to discreteness of ΓK, where L(Λ(K(α)m),Y) is the
Banach space of K-linear operators from Λ(K(α)m) into Y .

Henceforth, if on a manifold M functions f will be considered having the property
∂̄ f = 0, then it will be supposed that ∂̄φi, j = 0 for each transition mapping φi, j , if another
is not specified.

Consider ω such that ω ⊂ E, where E := {z ∈ K(α) : |z| < p1/(1−p)}, since exp is the
bijective analytic function on E, therefore we put

(x) exp(ω)=Ω, that is, ω = Log(Ω) for Ω⊂ 1 +E, where exp : E→ (1 +E) and Log :
(1 +E)→ E are defined with the help of standard series (see [22, Sections 25 and
44]).

Consider an extension of Log. Denote C+
p := {z ∈ C p : |z − 1| < 1} and K(α)+ :=

K(α)∩C+
p. Then K(α)+ is the Abelian subgroup in the additive group C+

p and C×p :=
Cp \ {0} is the Abelian multiplicative group. The group C×p is divisible, that is, for each
y ∈ C×p and each n∈N there exists x ∈ C×p such that xn = y. Let X be a proper divisible
subgroup in C×p such that C+

p ⊂ X . Let G be a subgroup generated by X and y ∈ C×p \X .
Suppose yn /∈ X for each n∈N, then for each g ∈ G there exist unique n∈ Z and x ∈ X
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such that g = ynx. Choose z ∈ Cp, then put Log(g) := nz+ Log(x). The second possibility
is yn ∈ X for some n ∈N, n > 1. For each g ∈ G there exist unique n ∈ {0,1, . . . ,m− 1}
and x ∈ X such that g = ynx, where m :=minyn∈X ;n∈Nn. Since Cp is divisible, there ex-
ists z ∈ Cp such that zm = Log(ym), therefore, define Log(g) := nz+ Log(x). Using Zorn’s
lemma we can extend Log from C+

p on C×p . In particular we can consider values of Log(i)
and Log(α) using identities Log(1)= 0, i4 = 1, αm ∈K, αn = 1 for some minimal n∈N.

The field Cp considered as the locally Qp-convex space is of countable type over Qp,
whereQp is the locally compact field of p-adic numbers [28]. As the topological spaceCp

is Lindelöf, there exists consequently a countable family {gj : j ∈N} ⊂ C×p , g1 = 1, such
that {gjB \

⋃
v< j(qvB) : j ∈N} is the disjoint clopen covering of C×p , where B := {z ∈ Cp :

|z− 1| < p1/(1−p)}. In view of Log(yz)= Log(y) + Log(z) for each y,z ∈ C×p the function
Log is completely characterized by values of Log on B � z and Log on y = qj for each
j ∈N. The restriction Log |B = Log|B has only one analytic branch. It is known from [22,
Section 45] that such extension Log of Log is locally analytic, hence Log is of class C∞. In
accordance with [22, Theorem 45.9] if f ,g : C×p → Cp are two extensions of Log : C+

p → Cp

as above, then there exists a constant c ∈ Cp such that f (x) = g(x) + cordp(x) for all
x ∈ C×p . Thus in view of [22, Theorem 45.9] we can choose an infinite family of branches
of Log indexed by Z. For the sake of convenience, put Log(0) :=A.

From the consideration above it follows that we can choose Log(α) �= 0 for K(α) and
α∈ C×p \C+

p as in Section 2.1 for which the extension Exp of exp on Cp and the extension
Log of Log on Cp \ {0} can be chosen such that directed going (defined by going from 0
to β in linearly ordered B(K,0,1); see Section 2.2) by the oriented loop ∂cB(K(α),0, p−2)
changes a branch nLog of Log on 1 in the following manner: n+1 Log(x)− nLog(x)=: δ �=
0 for each n ∈ N, where Exp(δ) = 1, δ is independent of n. This is possible, since alge-
braically Cp and C are isomorphic fields [10]; also, points p2(−1,−1), p2(1,−1), p2(1,1),
and p2(1,−1) belong to ∂cB(K(α),0, p−2).

Theorem 2.4. Let M be a compact SC(q,n)-manifold over K satisfying conditions of Sections
2.2.5 and 2.2.6 for which φ−1(M) = Ω ⊂ K(α) with a K-boundary γ := ∂M, dimKM =
2, 2 ≤ r ∈ N, 0 ≤ q ∈ Z, 1 ≤ n ∈ N, then there exists a constant 0 �= C := Cn(α) ∈ K(α),
such that

f (z)= C−1
∂MP

n
{
f (ζ)(ζ − z)−1dζ

}−C−1
MP

n
{

(∂ f ∧dζ)
(ζ − z)

}
(2.10)

for each

f1
(
z+ Exp(η)

)=: ψ(η)∈ SC
(1,n−1)(ωε,Y) (2.11)

and each marked z ∈M encompassed by γ.
For each ε = ε j , 0 < ε j , j ∈N, {ε j : j} is a sequence in ΓK with lim j→∞ ε j = 0, f1 := f ◦

φ, where ω := ω(z) := {η ∈ K(α) : z + Exp(η) ∈ Ω}, ωε := ω \ Log(B(K(α),z,ε)), z ∈ Ω.
Moreover, Cn(α)= C1(α)= δ for each n∈N.

Proof. Using the SC(q,n)-diffeomorphism φ, reduce the proof to the case of f on Ω. Con-
sider the differential form w := f (ζ)(ζ − z)−1dζ on Ω \ {z}, then dw = −(ζ − z)−1(∂ f /
∂ζ̄)dζ ∧ dζ̄ . Let s ∈ Z be such that inf ζ∈∂Ω |ζ − z| = |π|s. Take the change of variables
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ζ = z+ Exp(η), hence (ζ − z)−1dζ = dη; also take l > s, then from Corollary 2.3 and Sec-
tions 2.2.5 and 2.2.6 it follows that

(i) Ω\B(K(α),z,|π|l)Pndw = ∂ΩPnw− ∂cB(K(α),z,|π|l)Pnw,

since f1(z + Exp(η)) =: ψ(η) ∈ SC(1,n−1)(ωε,Y) and from ψ ∈ SC(1,n−1)(ωε,Y) it follows
that ψ(x, y) ∈ P,xC(0,n)(ωε,x,Y) and ψ(x, y) ∈ P,yC(0,n)(ωε,y ,Y) for each ε = ε j and for
each x, y, where z = (x, y), ωε,x = πx(ωε), ωε,y = πy(ωε), πx : K⊕ αK→ K, and πy : K⊕
αK→ αK are projections, Y is a Banach space over L such that K(α)⊂ L. The differential
form w can be written as w = f (ζ)dLog(ζ − z). From Log(xz)= Log(x) + Log(z) for each
x,z ∈ C×p it follows that directed going by the oriented loop ∂cB(K(α),0,|π|l) changes
a branch nLog of Log on 1 in the following manner: n+1 Log(x)− nLog(x) =: δ �= 0 for
each s∈ Z. In view of Section 2.2.6 there exists liml→∞ ∂cB(K(α),z,|π|l)Pnw =: Cn(α) f (z). Fi-
nally ΩPn((ζ − z)−1∂̄ f (ζ)∧ dζ) = −ΩPn((ζ − z)−1(∂ f (ζ)/∂ζ̄)dζ ∧ dζ̄), where, for short,
we write f = f (ζ)= f (ζ , ζ̄).

In view of formulas (2.2), (2.3) and the non-Archimedean Taylor formula for Cn-
functions (see [22, Theorem 29.4]),

∂cB(K(α),z,|π|l)Pn
[
(ζ − z)−1dζ

]= ∂cB(K(α),z,|π|l)P1[dLog(ζ − z)
]

+ ε
(
πl
)

(2.12)

such that there exists a constant 0 < b <∞ for which |ε(πl)| ≤ b|π|l for each l ∈N. On
the other hand, due to the Taylor formula for C1-functions and formulas (2.2), (2.3),

∂cB(K(α),z,|π|l)P1[dLog(ζ − z)
]= δ +η

(
πl
)
, (2.13)

where liml→∞η(πl)= 0. Therefore, Cn(α)= C1(α)= δ �= 0. �

Corollary 2.5. Let suppositions of Theorem 2.4 be satisfied for each z ∈M encompassed
by ∂M, then ∂ f (z)/∂z̄ = 0 for each z ∈M encompassed by ∂M if and only if

f (z)= C−1
∂MP

n
{
f (ζ)(ζ − z)−1dζ

}
(2.14)

for each z ∈M encompassed by ∂M.

Proof. If ∂ f /∂ζ̄ = 0 on M, then the second term in (2.10) is equal to zero, which gives
(2.14). Conversely, let (2.14) be satisfied for each z ∈M encompassed by ∂M. Since
(∂z/∂z̄)= 0, ∂z̄/∂z = 0, then ∂((ζ − z)−1)/∂z̄ = 0, consequently, ∂ f (z)/∂z̄ = 0. �

Corollary 2.6. Let suppositions of Theorem 2.4 be satisfied for each z ∈M encompassed
by ∂M and ∂ f (z)/∂z̄ = 0 for each z ∈M encompassed by ∂M, then f is locally z-analytic in
a neighborhood of each point ζ in M encompassed by ∂M.

Proof. Using the mapping φ we can consider Ω instead of M. Let z ∈ Ω and B(K⊕
αK,z,R) ⊂ Ω such that 0 < R < inf{|z − y| : y ∈ ∂Ω}. Consider x ∈ B(K⊕ αK,z,R/p),
then

(ζ − x)−1 = (ζ − z+ z− x)−1 = (ζ − z)−1
∞∑
l=0

(x− z)l

(ζ − z)l
∈K(α), (2.15)

where ζ ∈ B(K⊕αK,z,R). Applying Formula (2.14) we get
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(i)

f (x)= C−1
∂cBP

n
(
(ζ − x)−1 f (ζ)dζ

)
= C−1

∞∑
l=0

(x− z)l∂cBP
n
[
(ζ − z)−l−1 f (ζ)dζ

] (2.16)

for each x ∈ B(K⊕αK,z,R/p), since

(ii)

∣∣
∂cBP

n
[
(ζ − z)−l−1 f (ζ)dζ

]∣∣≤ ‖ f ‖Cn−1(∂cB,K(α)) max
j,s=0,...,n−1

(
Rj−l−s∣∣( j + 1)!

∣∣
)

(2.17)

and the series is uniformly converging on B(K⊕ αK,z,R/p), where B = B(K⊕ αK,z,R),
K⊕αK⊂K(α), hence f (x) is locally x-analytic. �

Definition 2.7. LetΩ be as in Section 2.2.3. Two paths γ0 : B(K,0,1)→Ω and γ1 : B(K,0,1)
→Ω with common ends γ0(0)= γ1(0)= a, γ0(β)= γ1(β)= b are called affine homotopic
in Ω if there exists a continuous mapping γ(x, y) : B(K,0,1)2 →Ω such that

(i) γ(0, y)= γ0(y), γ(β, y)= γ1(y) for each y ∈ B(K,0,1),
(ii) γ(x,0)= a, γ(x,β)= b for each x ∈ B(K,0,1),

(iii) there exists a sequence {γn(x, y) : n∈N} of continuous mappings, γn : B(K,0,1)2

→Ω, such that each γn is locally affine and {γn : n} converges uniformly to γ on
B(K,0,1)2, where γn(x, y)= (1− x/β)γn(0, y) + xγn(β, y)/β for each x ∈ B(K,0,1),
γn(0, y) and γn(β, y) are locally affine (see Section 2.2.4). In particular, for a = b
this produces the definition of affine homotopic loops. Ω is called (or M) affine
homotopic to a point if ∂Ω (resp., ∂M) is affine homotopic to a point z in Ω (resp.,
z in M; see Section 2.2.5).

Theorem 2.8. Let conditions of Theorem 2.4 be satisfied for each z ∈M and let M be affine
homotopic to a point, where ∂ f (z, z̄)/∂z̄ = 0 for each z ∈M encompassed by ∂M. Then

γ0P
n[ f dζ]= γ1P

n[ f dζ] (2.18)

for each two paths γ0 and γ1 which are affine homotopic in M.

Proof. Using the diffeomorphism φ we can consider Ω instead of M. For each ε > 0 there
exists a finite partition of a suitable subset Ωε into finite union of parallelepipeds of
diameter less than ε in the proof of Theorem 2.2, where Ωε ⊂ {z ∈ Ω : d(z,∂Ω) < ε},
cl(

⋃
ε>0Ωε)=Ω. In view of Corollary 2.5, 0= f (z)(z− ζ)|z=ζ = C(α)−1

∂ξPn[ f (ζ)dζ] for
each such parallelepiped ξ. Therefore, there exists a sequence {γl : l} of affine homo-
topy such that γl(0, y) and γl(β, y) are contained in the union

⋃
ξ⊂Ω ∂ξ for each εl = |π|l,

l ∈N. Since γl(0,∗)Pn[ f dζ]= γl(β,∗)Pn[ f dζ] for each l and taking l tending to infinity we
get (2.18) due to continuity of the operator Pn. �
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Corollary 2.9. Let f satisfy conditions of Corollary 2.6 with Ω= B(K⊕αK,z,R). Then

(i)

∣∣ f (x)
∣∣≤ |C|−1 max

j,s=0,...,n−1

(∥∥ f ( j−s)∥∥
C0(∂cB,Y)s!

(
j

s

)
Rj−s−1

( j + 1)!

)

≤ |C|−1‖ f ‖C(n−1)(∂cB,Y) max
j,s=0,...,n−1

(
Rj−s−1

( j + 1)!

)
.

(2.19)

Proof. From

∂
j
ζ f (ζ)(ζ − x)−1 =

j∑
s=0

s!

(
j

s

)
(−1)s f ( j−s)(ζ)(ζ − x)−1−s, (2.20)

|ζl+1− ζl| ≤ R on ∂cB, and Section 2.1, inequality (i) follows. �

Remark 2.10. The field K is locally compact, then Tq is not contained in K, where Tq is
a group of all qn-roots b of the unity: bl = 1, l = qn, n∈N, q is the prime number, since
dimQpQpTq = ∞ for Qp ⊂ K, and K would be nonlocally compact whenever Tq ⊂ K,
which is impossible by the supposition on K. Therefore, there exists min{s ∈ N : bq ∈
K, b /∈ K,where b �= 1 is the qs+1-root of the unity}. Hence there exists ζ ∈ K such that
ζ1/q /∈ K. In particular, it is true for q = 2. Therefore, each local field K has a quadratic
extension K(α) such that α /∈K. In the particular case K=Qp there exists the finite field
Fp := R/P (see Section 2.2.1). Then Fp \ {0} is the multiplicative group consisting of p− 1
elements. If p = 4n+ 1, where 1≤ n∈N, thenQp contains i= (−1)1/2.

Lemma 2.11. If f is locally z-analytic on M, where M is a locally compact C(0,n)-manifold
satisfying conditions of Sections 2.2.5 and 2.2.6, φ−1(M)=Ω⊂K(α), dimKM = 2, 2≤ r ∈
N, then ∂ f (z, z̄)/∂z̄ = 0 on M.

Proof. Using the diffeomorphism φ we can consider Ω instead of M. Since for each z ∈Ω
there exists 0 < R <∞ such that B := B(K⊕αK,z,R)⊂Ω and f (z, z̄)=∑∞

k=0(ζ − z)k fk on
B, where fk ∈ Y , then there exist ∂ f /∂z and ∂ f /∂z̄ = 0 on B. Since z ∈Ω is arbitrary and
such balls form the covering of Ω, then ∂ f /∂z̄ = 0 on Ω. �

Remark 2.12. Let n ≥ 1, then (d/dz)ΩPn = I : Cn−1(Ω,L)→ Cn−1(Ω,L). But Pnd/dz �= I
on Cn(Ω,L), where Pnd/dz : Cn(Ω,L)→ Cn(Ω,L). If PCn(Ω,L) is dense in Cn(Ω,L), then
Pnd/dz will have the continuous extension I on Cn(Ω,L), since Pnd/dz is the continuous
operator from Cn into Cn and Pn(d/dz)|PCn0 = I . Therefore, PCn(Ω,L) is not dense in
Cn(Ω,L). On the other hand, C1(Ω,L)= PC

1
0(Ω,L)⊕N1, where N1 := { f ∈ C1 : f ′ = 0}

is the closed L-linear subspace in C1 (see [21, Theorem 5.1, Corollary 5.5]).

Theorem 2.13. Let f be a function on M over K satisfying the conditions in Sections 2.2.5
and 2.2.6, let γ be a loop in M satisfying the conditions in Section 2.2.4, and let γ be affine
homotopic to a point in M, dimKM = 2, φ−1(M)=Ω⊂K(α), 2≤ r ∈N, f satisfying con-
dition (2.11) for each z ∈M, and ∂ f (z, z̄)/∂z̄ = 0 on M, then γPn f = 0.
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Proof. LetV be a submanifold inM such that ∂V = γ. In view of Theorem 2.8 γPn[ f dζ]=
γεP

n[ f dζ], where γ and γε are affine homotopic and 0 < diam(γε) < ε. In view of conti-
nuity of the operator Pn there exists limε→0 γεP

n[ f dζ]= 0. �

Theorem 2.14. If f satisfies condition (2.11), a manifold M over K satisfies the condi-
tions in Sections 2.2.5 and 2.2.6, and M is affine homotopic to a point, dimKM = 2, 2 ≤
r ∈ N, and γPn f = 0 for each loop γ in M satisfying the conditions in Section 2.2.4, then
∂ f (z, z̄)/∂z̄ = 0 for each z ∈M encompassed by ∂M.

Proof. Using the diffeomorphism φ we can consider Ω instead of M. Choose a marked
point z0 in M. Let η be a path joining points z0 and z and satisfying the conditions in
Section 2.2.4. From γPn f = 0 it follows that ηPn f does not depend on η besides points
z0 = η(0) and z = η(β), since each two points in Ω can be joined by an affine path, hence
it is possible to put F(z) := η;η(0)=z0;η(β)=zPn f such that F is a function on Ω. In view of
formulas in Section 2.2.6(i)–(iv),

(i) ∂F(z)/∂z = f (z).

In view of Theorem 2.4,

(ii) 0= γPn( f (ζ)dζ)=−C−1
UPn((∂ f (ζ , ζ̄)/∂ζ̄)dζ ∧dζ̄)

for each submanifold V in M with the loop γ = ∂V , dimKV = 2. Since V is arbitrary,
then ∂̄ f (z, z̄)= 0 at each point z ∈M encompassed by ∂M. �

Corollary 2.15. Let conditions of Theorem 2.14 be satisfied, then f has an antiderivative
F such that F′ = f on M.

Lemma 2.16. Let Ω be a clopen compact subset in Km, then for each y ∈Ω there exists a ball
B such that y ∈ B ⊂Ω, PCξ(Ω,Y)|B = PCξ(B,Y), and SCξ(Ω,Y)|B = SCξ(B,Y) for each ξ,
where PCξ(Ω,Y)|B := {g|B : g ∈ PCξ(Ω,Y)} and SCξ(Ω,Y)|B := {g|B : g ∈ SCξ(Ω,Y)}, Y
is a Banach space over L, ξ = (t,n), 0≤ n∈ Z, 0≤ t ∈ Z, 1≤ n for PCξ , 1≤ t for SCξ .

Proof. Let σ be an approximation of the unity in U . In view of Section 2.1, it is sufficient
to consider the case m = 1. Choose R = ρs+1/2 for sufficiently large s ∈ N such that 0 ∈
B := B(K,0,R). If x ∈ B(K, y,R), then σs(x) = σs(y) due to formula (iii) in Section 2.1.
From formula (ii) in Section 2.1, it follows that σl(x) = σl(y) for each l < s. Moreover,
σl(x)=: xl ∈ B for each l ≥ s, since ρs+1 < R < ρs and the valuation group ΓK := {|q|K : 0 �=
q ∈K} of K is discrete, since K is locally compact. Therefore,

(i) [UPn f (x)]− [BPn f (x)]=∑n−1
j=0

∑s−1
k=0 f

( j)(xk)(xk+1− xk) j+1/[( j + 1)!]

for each f ∈ Cξ(U ,Y), where xk = yk is fixed, and the term on the right-hand side of (i)
is independent of x ∈ B, that is, constant on B. Hence g ∈ PCξ(U ,Y) if and only if g|B ∈
PCξ(B,Y). From (2.3) and χΩχB = χB = χΩ|B, the statement of this lemma follows. �

Definition 2.17. Let a manifold M satisfy Theorem 2.4, f ∈ C(q,n−1)(M,Y), 0 ≤ q ∈ Z,
1≤ n∈N, Y is a Banach space over L, K(α)⊂ L. Then put in the sense of distributions

MP
n(g f ′) :=−MP

n(g′ f ) (2.21)
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for each g ∈ SC(1,n−1)(M,Y∗) with

supp(g)⊂ M̃ := {z ∈M : z is encompassed by ∂M}, (2.22)

where M↩K(α)N (see Theorem 2.1), Y∗ is the topologically dual space of all L-linear
continuous functionals θ : Y → L, the valuation group ΓL of L is discrete.

Theorem 2.18. Let a manifoldM satisfy Theorem 2.4 and let f satisfy Theorem 2.4 for each
z ∈M, then the function

(1) u(z) := z̄Cn(α)−1
∂MPn[ f (ζ)(ζ − z)−1dζ]−Cn(α)−1

MPn[ f (ζ)(ζ − z)−1dζ̄ ∧dζ]

is a solution of the equation

(2) ∂u(z)/∂z̄ = f (z)

in the sense of distributions for each z ∈M encompassed by ∂M.

Proof. The space PC(q,n)(M,Y) is dense in C(q,n−1)(M,Y). Indeed, for each δ > 0 and
for each continuous function f ◦ φ on Ω or a continuous partial difference quotient
wq := Φ̄q f ◦ φ(x;h⊗s11 , . . . ,h⊗smm ;ζ1, . . . ,ζq) on a domain containing Ωq+1 ×B(K,0,1)t with
0≤ t ≤ (n− 1)m, 0≤ s j ≤ n, for each j = 1, . . . ,m, t = s1 + ···+ sm, x,x + ζjhj ∈Ω, hj ∈
V , ζj ∈ B(K,0,1), V is a neighbourhood of 0 in Km, Ω +V ⊂ Ω (see [15, 16]), m :=
dimKM, there exists a finite partition of Ωq+1 into a disjoint union of balls Bj such that
on each Bj the variation var(wq) := supx,y∈Bj |wq(x)−wq(y)| < δ, since M is compact
and for each covering of M by such balls there exists a finite subcovering. Therefore,
in C(q,n−1)(Ω,Y) the subspace Σ(q,n−1)(Ω,Y) of all C(q,n−1)(Ω,Y)-functions f such that
w(n−1)m corresponding to f is locally constant on the diagonal ∆Ω(n−1)m+1 := {(y1, . . . ,
y(n−1)m+1)∈Ω(n−1)m+1 : y1 = ··· = y(n−1)m+1} is dense. Since the operator ΩPn is contin-

uous, then ΩPn(Σ(q,n−1)(Ω,Y)) is dense in C
(q,n−1)
0 (Ω,Y) and SΣ(q+1,n−1)(M,Y) := { f ∈

SC(q+1,n−1)(M,Y) : f = yl + MPnxl gl ∀l = 1, . . . ,m, yl ∈ Y , gl ∈ Σ(q,n−1)(M,Y)} is dense in

SC(q+1,n−1)(M,Y). From SΣ(q+1,n−1)(M,Y) ⊂ SC(q+1,n−1)(M,Y) ⊂ PC(q,n)(M,Y) ⊂
C(q,n−1)(M,Y) it follows that SC(q+1,n−1)(M,Y) is dense in C(q,n−1)(M,Y). In particular,
take L such that K(α) ⊂ L. Since PC(0,n)(M,Y∗) ⊂ {g′ : g ∈ SC(1,n−1)(M,Y∗)} ⊂
C(0,n−1)(M,Y∗), the family of functionals {MPn(g′ f ) : g ∈ SC(1,n−1)(M,Y∗)} separates
points of C(q,n−1)(M,Y), since Y∗ separates points of Y for discrete ΓL (see [28, Theorem
4.15]). In view of (2.21), it is sufficient to prove this theorem for f ◦ φ(z + Exp(η)) =:
ψ(η)∈ PC(0,n)(ωε,x,Y)∩ PC(0,n)(ωε,y ,Y) for each ε = ε j , where ω(z) := ω := {η ∈ K(α) :
z+ Exp(η)∈Ω}, z ∈Ω,ωε = ω \Log(B(K(α),z,ε)), ε = ε j ,ωε,x=πx(ωε),ωε,y := πy(ωε).

Using the diffeomorphism φ we can consider Ω instead of M. Choose a clopen ball
B := B(K⊕ K(α),z0,R) ⊂ Ω containing a point z0 ∈ Ω and its characteristic function
χ := χB. Then ( f χ)1 ∈ PC(0,n)(bx,Y)∩ PC(0,n)(by ,Y) for suitable 0 < R <∞, where b :=
{η ∈K(α) : z0 + Exp(η)∈ B}, bx := πx(b), by := πy(b) (see Lemma 2.16). Using the affine
mapping z �→ (z− z0) we can consider 0 instead of z0. Then B is the additive group. We can
take R > 0 sufficiently small such that each point of B is encompassed by ∂Ω. Therefore,

(3) u= u1 +u2, where
(4) u1(z) := C−1z̄∂ΩPn[ f (ζ)(ζ − z)−1dζ]−C−1

ΩPn[χ(ζ) f (ζ)(ζ − z)−1dζ̄ ∧dζ],
(5) u2(z) :=−C−1

ΩPn[(1− χ(ζ)) f (ζ)(ζ − z)−1dζ̄ ∧dζ].
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From (5) it follows that ∂u2(z)/∂z̄ = 0 on B. From (4) it follows that

u1(z)= C−1z̄∂ΩP
n
[
f (ζ)(ζ − z)−1dζ

]
−C−1

ΩP
n
[
χ(ζ + z) f (ζ + z)ζ−1d(ζ̄ + z̄)∧d(ζ + z)

] (2.23)

for each z ∈ B, since B+B = B ⊂Ω. Since ∂cB encompasses z and

∂cBP
n
[
f (ζ)(ζ − z)−1dζ

]= ∞∑
l=0

(z− y)l∂cBP
n
[
f (ζ)(ζ − y)−l−1dζ

]
(2.24)

for each z ∈ B with |z− y| < R due to formula (ii) in the proof of Corollary 2.6 for this
antiderivative, then

(6) ∂{∂cBPn[ f (ζ)(ζ − z)−1dζ]}/∂z̄ = 0. In view of formulas (2.1)–(2.4) and Section
2.2.5,

∂u1

∂z̄
(z)= C−1

∂ΩP
n
[
f (ζ)(ζ − z)−1dζ

]
−C−1

ΩP
n
{[
∂̄ζ+z

[
χ(ζ + z) f (ζ + z)

]
ζ−1∧d(ζ + z)

]}
,

(2.25)

consequently,

∂u1

∂z̄
(z)= C−1

∂ΩP
n
[
f (ζ)(ζ − z)−1dζ

]
−C−1

ΩP
n
{[
∂̄ζ
(
χ(ζ) f (ζ)

)∧dζ](ζ − z)−1}. (2.26)

In view of Theorem 2.4 we get the statement of this theorem, since B and y are arbitrary
forming covering of each point z ∈Ω encompassed by ∂Ω. �

Definition 2.19. LetM be a manifold over K satisfying Theorem 2.4. If f ∈ C(q,n−1)(M,Y)
and for each loop γ inM, γPn f = 0, then f is called (q,n)-antiderivationally holomorphic
on M, where Y is a Banach space over L, K(α)⊂ L. If f ∈ C(q,n)(M,Y) and ∂̄ f (z)= 0 for
each z ∈M, then f is called derivationally (q,n)-holomorphic.

Theorem 2.20. Let Ω be a clopen compact subset in (K⊕ αK)m. Consider the following
conditions.

(i) f satisfies (2.11) and ∂̄ f (z)= 0 for each z ∈Ω with zj encompassed by ∂Ω j for each
j = 1, . . . ,m, where Ω j = πj(Ω), πj(ζ)= ζj for each ζ = (ζ1, . . . ,ζm), ζj ∈K⊕αK.
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(ii) f is (0,n)-antiderivationally holomorphic on

Ω̃ := {
z ∈Ω : zj is encompassed by ∂Ω j ∀ j = 1, . . . ,m

}
. (2.27)

(iii) f ∈ C(0,n−1)(Ω,Y) and for each polydisc B = B1×···×Bm ⊂Ω, Bj = B(K(α),z0, j ,
Rj) for each j = 1, . . . ,m, f (z) is given by the antiderivative
(1) f (z)=C(α)−m∂B1P

n ···∂BmPn[ f (ζ)(ζ1−z1)−1 ···(ζm−zm)−1dζ1∧···∧ dζm]
for each z ∈ B with zj encompassed by ∂Bj for each j.

(iv) f is locally z-analytic, that is,
(2) f (z) =∑

k ak(z− ζ)k in some neighborhood of ζ ∈ Ω̃, ak ∈ Y , k = (k1, . . . ,km),

0≤ kj ∈ Z, zk := zk1
1 ···zkmm , z = (z1, . . . ,zm), zj ∈K(α).

(v) f ∈ C∞(Ω,Y).
(vi) f ∈ C(0,n−1)(Ω,Y) and for every polydisc B as in (iii) and each multiorder k as in

(iv) derivatives are given by
(3) ∂kz f (z) = k!C(α)−m∂B1P

n ···∂BmPn[ f (ζ)(ζ1 − z1)−k1−1 ···(ζm − zm)−km−1dζ1

∧···∧dζm].
(vii) The coefficients in formula (2) are determined by the equation

(4) ak = ∂kz f (z)/k!.
(viii) The power series (2) converges uniformly in each polydisk B ⊂ Ω̃ with sufficiently

small b :=max(R1, . . . ,Rm,1).

Then from (i) properties (ii), (iii), (iv), (v), (vi), (vii), and (viii) follow. Properties (iii)
and (vi) are equivalent. From (iii) properties (iv), (v), (vii), and (viii) follow. In the subspace

{
f ∈ C(0,n−1)(Ω,Y) : f

(
z1, . . . ,zl−1,zl + Exp(η),zl+1, . . . ,zm

)
=: ψl(η)∈ SC

(1,n−1)(ωl,ε,Y) for each l = 1, . . . ,m and each ε = ε j
}

,
(2.28)

where ωl := ωl(z) := {η ∈ K(α) : (z1, . . . ,zl−1,zl + Exp(η),zl+1, . . . ,zm) ∈ Ω}, ωl,ε := ωl \
Log(B(K(α),zl,ε)), z ∈Ω, Y is a Banach space over L such that K(α) ⊂ L, properties (i),
(ii), (iii), and (iv) are equivalent.

Proof. From (i), (iv) follows due to repeated application of Corollary 2.6. From (i), (iii)
follows due to repeated application of Corollary 2.5. Other statements follow from Theo-
rems 2.13 and 2.14, Lemma 2.11, and formulas (2.16) and (2.17), since from formula (3)
it follows that

(5) |∂kz f (z)/k!| ≤ |C(α)|−m supζ∈Ω,l |∂lz f (ζ)|maxl[b|l|−|k|/(l+ ē)!] <∞,

where l = (l1, . . . , lm), 0 ≤ l j ∈ Z, l j < n for each j = 1, . . . ,m, |l| = l1 + ··· + lm, ē :=
(1, . . . ,1) ∈ Zm, b :=max(R1, . . . ,Rm). The series (2) with ak given by (4) converges uni-
formly in B, when limk|ak|1/|k|b < 1. �

Corollary 2.21. Spaces Cla(Ω,K(α)) of locally analytic functions f : Ω→ K(α) and the
space C(q,n),dh(Ω,K(α)) of all derivationally (q,n)-holomorphic functions are rings. If f is
derivationally (q,n)-holomorphic and f �= 0 on Ω, then 1/ f is derivationally (q,n)-
holomorphic on Ω.
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Corollary 2.22. If f satisfies (2.11) and there exists ζ ∈Ω encompassed by ∂Ω such that
∂kz f (ζ)= 0 for each k, then there exists a polydisc B ⊂ Ω̃ (see Theorem 2.20) such that f = 0
on B.

Proof. In view of Theorem 2.20 there exists a polydisc B where Theorem 2.20(iv)(2) and
(vii)(4) are accomplished. �

Remark 2.23. UPnzk|ba �= (bk+1− ak+1)/(k+ 1) for each a �= b ∈U , where k > 0. In view of
[22, Corollary 54.2, Theorem 54.4] and [1] the spaces Cla(Ω,K(α))∩C((q,n),dh)(Ω,K(α)),
Cla(Ω,K(α))∩ PC(q,n)(Ω,K(α)),{

f ∈ Cla(Ω,K(α)
)

: f is (q,n)-antiderivationally holomorphic
}

(2.29)

are infinite-dimensional over K(α), since the condition of the local analyticity means that
the expansion coefficients a(m, f ) of the function f in the Amice polynomial basis Q̄m

are such that lim|m|→∞ a(m, f )/Pm(ũ(m))= 0, where Pm are definite polynomials (see [17,
formulas 2.6(i)–(iii)]).

Theorem 2.24. Let Ω and f be as in Theorem 2.20(i). If ζ is zero of f such that f does not
coincide with 0 on each neighborhood of ζ , then there exists n∈N such that

f (z)= (z− ζ)ng(z), (2.30)

where g is analytic and φ �= 0 on some neighborhood of z.

Proof. In view of Theorem 2.20 there exists a neighborhood V of ζ such that f has a
decomposition into converging series Theorem 2.20(iv)(2). If ak = 0 for each k, then
f |V = 0. Therefore, there exists a minimal k denoted by l such that

f (z)=
∞∑
k=l
ak(z− ζ)k, (2.31)

putting

g(z)=
∞∑
k=0

ak+l(z− ζ)k. (2.32)

Since al �= 0, there exists a neighborhood ζ ∈W ⊂V such that g|W �= 0. �

Theorem 2.25. Let Ω and two functions f1 and f2 satisfy Theorem 2.20(i) such that f1(z)
= f2(z) for each z ∈ E, where E ⊂Ω and E contains a limit point ζ ∈ E′. Then there exists a
clopen subset W in Ω such that ζ ∈W and f1|W = f2|W .

Proof. Put f := f1− f2, then f satisfies Theorem 2.20(i) and f (ζ)=0. In view of Theorem
2.24 f |W = 0 for some clopen W in Ω, where ζ ∈W . �

Theorem 2.26. Let f satisfy (2.11) and let it be derivationally (0,n)-holomorphic on Ω :=
{z ∈ (K⊕αK)m : R1 ≤ |z− ξ| ≤ R2}, where 0 < R1 < R2 <∞, R1 and R2 ∈ ΓK. Then

f (z)=
∑
k

ak(z− ξ)k (2.33)
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for each z ∈Ω with R2 > |z| > R1, where

ak = C(α)−m∂cBR,1P
n ···∂cBR,mP

n
[(
ζ1− ξ1

)−k1−1 ···(ζm− ξm)−km−1
f (ζ)dζ1∧···∧dζm

]
(2.34)

for each k ∈ Zm, R1 < R < R2, BR,l := {zl ∈ K⊕αK : |zl − ξl| ≤ R}, k = (k1, . . . ,km), kl ∈ Z,
l = 1, . . . ,m.

Proof. Let πl(z)=zl for each z=(z1, . . . ,zm)∈(K⊕αK)m, where zl∈K⊕αK. Then πl(Ω)=
{zl ∈ K⊕ αK : R1 ≤ |zl − ξl| ≤ R2}. To prove the theorem consider f by each variable zl.
That is, consider z = zl and m = 1. Let R3 and R4 be such that R1 < R3 < R4 < R2 and
z ∈W ⊂Ω, where W = {z ∈ K⊕ αK : R3 ≤ |z− ξ| ≤ R4}. In view of Theorems 2.8 and
2.20(iv), (vi),

f (z)= C(α)−1
∂WP

n
[
f (ζ)(ζ − z)−1dζ

]
= C(α)−1

∂cBR4
Pn

[
f (ζ)(ζ − z)−1dζ

]−C(α)−1
∂cBR3

Pn
[
f (ζ)(ζ − z)−1dζ

]
,

(2.35)

since W is the union W1∪W2, dimK(W1∩W2)= 1, where W1 and W2 satisfy Theorems
2.8 and 2.20. The part of the path γ1,2 in W1∩W2 joining ∂cBR4 with ∂cBR3 and forming
two paths γ1 and γ2 affine homotopic to points in W1 and W2, γ1 ⊂W1, γ2 ⊂W2, such
that γ1,2 goes twice in two opposite directions, gives (2.35). For each ζ ∈ ∂cBR4 we have
|(z− ξ)(ζ − ξ)−1| < 1, hence (ζ − z)−1 =∑∞

k=0(z− ξ)k(ζ − ξ)−k−1 and inevitably

∂cBR4
Pn

[
f (ζ)(ζ − z)−1dζ

]= ∞∑
k=0

ak(z− ξ)k, (2.36)

where ak = C(α)−1
∂cBR4

Pn[ f (ζ)(ζ − ξ)−k−1dζ] for each 0≤ k ∈ Z.
If ζ ∈ ∂cBR3 , then |(ζ − ξ)(z − ξ)−1| < 1 and (ζ − z)−1 = −∑∞

k=1(ζ − ξ)k−1(z − ξ)−k,
hence due to continuity of Pn − C(α)−1

∂cBR3
Pn[ f (ζ)(ζ − z)−1dζ] = ∑∞

k=1 a−k(z − ξ)−k,
where a−k = C(α)−1

∂cBR3
Pn[ f (ζ)(ζ − ξ)k−1dζ] for each k ≥ 1. In view of Theorem 2.8 we

get (2.34). �

Definitions 2.27. A point z ∈ A(K⊕ αK) is called an isolated critical point of a function
f if there exists a set B(K⊕ αK,z,R) \ {z} for z �= A, and {ζ ∈ K⊕ αK : R < |ζ| <∞} for
z =A, on which f is (q,n)-antiderivationally holomorphic. An isolated critical point z of
the function f is called removable if there exists a limit limζ→z f (ζ)= g ∈ Y ; it is called a
pole if there exists limζ→z ‖ f (ζ)‖ =∞; it is called an essentially critical point if there exists
neither finite nor infinite limit point, when ζ tends to z.

Theorem 2.28. Let f satisfy Theorem 2.20(i) on Ω \ {z}. A point z ∈K⊕αK is removable
if and only if decomposition (2.33) does not contain the main part

f (ζ)=
∞∑
k=0

ak(ζ − z)k. (2.37)

Theorem 2.29. Let f satisfy Theorem 2.20(i) on Ω \ {z}. An isolated critical point z ∈
K⊕ αK is a pole if and only if the main part of the series (2.33) contains only a finite and
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positive number of nonzero terms

f (ζ)=
∞∑

k=−N
ak(ζ − z)k, N > 0. (2.38)

Theorem 2.30. Let f satisfy Theorem 2.20(i) for Y =K(α) on Ω \ {z}. An isolated critical
point z of f is essentially critical if and only if the main part of the series (2.33) in a neighbor-
hood of z contains an infinite family {ak �= 0 : k < 0}. If z is an essentially critical point of f ,
r = 2, that is, K(α)=K⊕αK, then for each ξ ∈ AK(α) there exists a sequence {zn : n∈N},
limn→∞ zn = z such that limn→∞ f (zn)= ξ.

The proof of the previous three theorems is analogous to the classical case (see, e.g.,
[23, Section II.7], [24]) due to Theorems 2.20 and 2.26.

Definition 2.31. Let f ∈ C(q,n)(Ω,Y) and B := B(K⊕αK,z,R)⊂Ω, 0 < R <∞, f is (q,n)-
antiderivationally holomorphic on B \ {z}, then

(i) resz f := C(α)−1
∂cBP

n[ f (ζ)dζ]

is called the residue of f , where Y is a Banach space over L such that K(α)⊂ L.

Theorem 2.32. Let f satisfy Theorem 2.20(i) onΩ \⋃ν
l=1{zl} such that ∂Ω does not contain

critical points zl of f and all of them are encompassed by ∂Ω, ν∈N. Then

(i) ∂ΩPn[ f (ζ)dζ]= C(α)
∑

zl∈Ω reszl f ,

where reszl f is independent of n and R in Definition 2.31,

(ii) reszl f = a−1, ak is as in (2.33).

Proof. In view of Theorems 2.4 and 2.8, C(α) = Cn(α) is independent of n and reszl f is
independent of n and R. From (2.34), (ii) follows. �

Definition 2.33. Let f ∈ C(q,n)(Ω,Y) and let A ∈Ω ⊂ A(K⊕ αK) be the isolated critical
point of f . Put

resA f :=−C(α)−1
∂BP

n
[
f (ζ)dζ

]
. (2.39)

Theorem 2.34. Let f satisfy Theorem 2.20(i) on (K⊕αK) \⋃ν
l=1{zl}, then

(i) resA f +
∑ν

l=1 reszl f = 0.

Proof. Take a ball BR := B(K⊕ αK,0,R) of sufficiently large 0 < R0 < R <∞ such that it
contains all {zl : l = 1, . . . ,ν}, Ω= A(K⊕ αK), and κ(Ω)⊂ K⊕ αK (see Section 2.2.4). In
view of Theorem 2.32,

(ii) ∂cBRPn[ f (ζ)dζ]=∑ν
l=1 reszl f

and it is independent of R for each R > R0, R <∞. In accordance with Definition 2.33 and
Theorem 2.8,

(iii) ∂cBRP
n[ f (ζ)dζ]=−resA f .

Therefore, from (ii) and (iii), (i) follows. �

Definitions 2.35. Let f ∈ C(q,n)(Ω,K(α)) and let f be (q,n)-antiderivationally holomor-
phic on B(K⊕αK,z,R) \ {z}, where Ω⊂K⊕αK, f (z) �= 0. Then resz f ′(z)/ f (z) is called
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the logarithmic residue of f at the point z. We count each zero and pole of f a number
of times equal to its order.

A function f is called (q,n)-antiderivationally meromorphic if it is (q,n)-antideriva-
tionally holomorphic on Ω beside a set of poles.

Theorem 2.36. Let f be (q,n)-antiderivationally meromorphic on Ω and let Log( f ) satisfy
Theorem 2.20(i) on Ω \⋃ν

l=1{zl}, where zl is the pole of f for each l = 1, . . . ,ν, all zeros and
poles of f are encompassed by ∂Ω, Y =K(α). Then

N −P = C(α)−1
∂ΩP

n
[
dLog

(
f (ζ)

)]
, (2.40)

where N and P denote total numbers of zeros and poles in Ω.

Proof. Since Ω is compact, then N and P are finite. In view of Theorem 2.26,

C(α)−1
∂ΩP

n
[
dLog

(
f (ζ)

)]= ν∑
l=1

reszl Log( f ) +
µ∑
l=1

resξl Log( f ), (2.41)

where zl is the pole of f and ξl is the zero of f for each l. On the other hand,

f ′(z)
f (z)

=
[
k
(
z− ξl

)k−1
φ(z) +

(
z− ξl

)k
φ′(z)

](z− ξl)−k
φ(z)

= (
z− ξl

)−1
[
kφ(z) +

(
z− ξl

)
φ′(z)

]
φ(z)

,

(2.42)

where f (z)= (z− ξl)kφ(z), k = kl is the order of zero ξl, and φ(z) �= 0 in a neighborhood
of ξl. Therefore,

resξl Log( f )= kl, reszl Log( f )=−sl, (2.43)

where sl is the order of pole zl. Hence, from (2.41), (2.43), (2.40) follows. �

Theorem 2.37. Let Ω be a clopen compact subset in B((K⊕ αK)m, y,R), 0 < R < p1/(1−p).
Suppose

(i) f j(z1, . . . ,zl−1,zl+Exp(η),zl+1, . . . ,zm) :=ψj,l(η) :ωl,ε→Y belongs to SC(q+1,n−1)(ωl,ε,Y)
for each j, l = 1, . . . ,m and each z = (z1, . . . ,zm)∈Ω, whereωl = {η ∈K(α) : (z1, . . . ,zl−1,zl +
Exp(η),zl+1, . . . ,zm) ∈ Ω}, ωl,ε = ωl \ Log(B(K(α),zl,ε)), ε = εk, 0 < εk for each k ∈ N,
limk→∞ εk = 0, 0 ≤ q ∈ Z, 1 ≤ n ∈N, and Y is a Banach space over L such that K(α) ⊂ L.
Assume that

(1) ∂ f j /∂z̄l = ∂ fl/∂z̄ j for each j, l = 1, . . . ,m.

Then there exists u∈ C(q,n−1)(Ω,K(α)) such that

(2) ∂u(z)/∂z̄ j = f j(z) for each j = 1, . . . ,m and each z ∈ Ω̃ (see Theorem 2.20).

Proof. Define

(3) u(z) := C(α)−1
∑m

j=1 z̄ j ∂Ω j P
n[ f j(z1, . . . ,zj−1,ζ ,zj+1, . . . ,zm)(ζ − zj)−1dζ] −

C(α)−1
ΩPn[ f1(ζ ,z2, . . . ,zm)(ζ − z1)−1dζ̄ ∧dζ].
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Hence

u(z)= C(α)−1
m∑
j=1

z̄ j ∂Ω j P
n
[
f j
(
z1, . . . ,zj−1,ζ ,zj+1, . . . ,zm

)(
ζ − zj

)−1
dζ
]

+C(α)−1
U2Pn

[(
χΩ1 f1

)(
z1−η,z2, . . . ,zm

)
η−1d

(
z1−η

)∧d(z1−η
)]

,

(2.44)

where η :=z1−ζ and we can takeU=B(K,0,R) such thatU2 +U2=U2 andU2 is the addi-
tive group, Ω j :={ξ∈U2 : (z1, . . . ,zj−1,ξ,zj+1, . . . ,zm)∈Ω}. Therefore, u∈ C(q,n−1)(Ω,Y).
Then

∂u

∂z̄ j
= C(α)−1

∂Ω j P
n
[
f j
(
z1, . . . ,zj−1,ζ ,zj+1, . . . ,zm

)(
ζ − zj

)−1
dζ
]

−C(α)−1
U2Pn

[(
χΩ1∂

f1
∂z̄ j

(
ζ ,z2, . . . ,zm

))(
ζ − z1

)−1
dζ̄ ∧dζ

]
.

(2.45)

In view of condition (1), formula (6) in the proof of Theorem 2.18, and

f j(z)= C(α)−1
∂Ω j P

n
[
f j
(
z1, . . . ,zj−1,ζ ,zj+1, . . . ,zm

)(
ζ − zj

)−1
dζ
]

−C(α)−1
U2Pn

[
χΩ j

(
∂ f j

∂ζ̄

(
ζ ,z2, . . . ,zm

))(
ζ − z1

)−1
dζ̄ ∧dζ

] (2.46)

(see Theorem 2.4), (2) follows. �

3. Antiderivational representations of functions and differential forms

3.1. Remark and notation. Let Ω be a clopen compact subset in (K⊕αK)m. Put

(1) w(z,ζ) :=∑m
j=1(−1) j+1(ζj − zj)−1dζj ∧l �= j [(ξ(ζ̄ − z̄))−1dζ̄ξl(ζ̄ − z̄)∧ (ξ(ζ − z))−1

×dζξl(ζ − z)] for each z �= ζ ∈ Ω2, where (α′) j �= αt for each j = 1, . . . ,q′; t =
1, . . . ,q, m≤ q′ ≤ m̃(α′), r ≤ q ≤ m̃(α) (see Sections 2.1 and 2.2.6); there are con-
stants 0 < ε1 < ε2 <∞ such that

(2) ε1|π|−s|ζ| ≤ |Log(ξ(ζ))| ≤ ε2|π|−s|ζ| and ξ(ζ) �= 0 for each ζ ∈Ω− z, ξ(0)= 1,
where z ∈Ω, ξ(ζ)∈ C(q,n)(Ω− z,Cp), Log(ξ(ζ))∈ (K⊕αK)m for each ζ ∈Ω− z;
here the embeddings used are: (K⊕αK)m↩ (K(α))m↩K(α,α′)↩Cp;

(3) ξ is such that dζw(z,ζ)= 0 on Ω \ {z};
(4) s := s(ζ) := −ordK(α,α′)(ζ) for each ζ ∈ Ω− z, zj �= ζj for each j, α′ is the root

of 1 in Cp such that K(α)m is embedded into K(α,α′) = (K(α))(α′), |z|K(α,α′) =
|π|−ordK(α,α′)(z), π is the same as in Section 2.1;

(5) liml→∞ ∂cB((K⊕αK)m,z,|π|l)Pn[w(z,ζ)]=: qm �= 0. If f is a 1-form of class C(0,n−1), we
define

(6) (BnΩ f )(z) := q−1
m ΩPn[ f (ζ)∧w(z,ζ)] for each z ∈Ω encompassed by ∂Ω.

If f ∈ C(0,n−1)(Ω,Y), we define
(7) (Bn∂Ω f )(z) := q−1

m ζ∈∂ΩPn[ f (ζ)w(z,ζ)] for each z ∈Ω encompassed by ∂Ω, where Y
is a Banach space over L such that K(α)⊂ L.
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Theorem 3.1. Let Ω be a clopen compact subset in B((K⊕ αK)m, y,R), 0 < R < p1/(1−p),
BnΩ, Bn∂Ω given by Section 3.1, f ∈ C(q+1,n−1)(Ω,Y). Then

(1) f (z)= (Bn∂Ω f )(z)− (BnΩ∂̄ f )(z) for each z = (z1, . . . ,zm)∈ Ω̃ (see Theorem 2.20) such
that

(2) ( f w)(z1, . . . ,zl−1,zl + Exp(η),zl+1, . . . ,zm) =: ψ̃l(η) ∈ SC(q+1,n−1)(ωl,ε,L(ΛK(α),Y))
for each l = 1, . . . ,m and each ε = ε j , where

ωl := {
η ∈K(α) :

(
z1, . . . ,zl−1,zl + Exp(η),zl+1, . . . ,zm

)∈Ω
}

, (3.1)

ωl,ε := ωl \Log(B(K(α),zl,ε)), 0 < ε j for each j ∈N, lim j→∞ ε j = 0, 0≤ q ∈ Z, 1≤
n∈N (see Section 2.2.6).

Proof. Fix z ∈ Ω̃. In the particular case ξ(ζ̄ − z̄) = Exp(π−s(ζ̄ − z̄)) properties (2), (3)
in Section 3.1 are satisfied and qm = C(α)m(2α)m−1 due to formulas (2.2) and (2.3),
Section 2.2.4, and Theorem 2.4, since dz̄ ∧ dz = 2αdx ∧ dy and UPn[dx]|ba = b− a for
each a,b ∈U , where z = x+αy, x, y ∈U ⊂K. Therefore, the family of such ξ andw satis-
fying conditions (1)–(5) in Section 3.1 is nonvoid. In view of (3) in Section 3.1, dζw(z,ζ)
= 0 on Ω \ {z}, hence d( f (ζ)w(z,ζ))= ∂̄ f (ζ)∧w(z,ζ) on Ω \ {z}, since ∂ f (ζ)∧w(z,ζ)
= 0 on Ω \ {z}. From Corollary 2.3 it follows that there exists δ > 0 such that for each
0 < ε < δ, ε ∈ ΓK, there is the inclusion B(ε) := B((K⊕αK)m,z,ε)⊂Ω and the following
equality is satisfied:

ζ∈∂cB(ε)P
n
[
f (ζ)w(z,ζ)

]= ∂ΩP
n
[
f (ζ)w(z,ζ)

]−Ω(ε)P
n
[
∂̄ f (ζ)∧w(z,ζ)

]
(3.2)

for each z ∈ Ω̃ and satisfying Section 2.2.4(i–iii), where Ω(ε) := {ζ ∈Ω : |ζ − z| ≥ ε}. In
the particular case, ξ(ζ̄ − z̄)= Exp(π−s(ζ̄ − z̄)) due to Section 2.2.4:

ζ∈∂cB(ε)P
n
[
f (ζ)w(z,ζ)

]
= π−2(m−1)s

ζ∈∂cB(ε)P
n

[
f (ζ)

m∑
j=1

(−1) j+1(ζj − zj)−1
dζj ∧l �= j

(
dζ̄l ∧dζl

)]

= π−2(m−1)s(2α)m−1

 m∑
j=1

(−1) j+1
B((K⊕αK)m−1,z′,ε)

×Pn
{
ζj∈∂cB(K⊕αK,zj ,ε)P

n
[
f (ζ)

(
ζj − zj

)−1
dζj

]
∧l �= j

(
dx2l−1∧dx2l

)})
,

(3.3)

where z′ = (z1, . . . ,zj−1,zj+1, . . . ,zm), x2l−1,x2l ∈ U , zl = x2l−1 + αx2l for each l = 1, . . . ,m.
Therefore, there exists

lim
ε→0

ζ∈∂cB(ε)P
n
[
f (ζ)w(z,ζ)

]= f (z)qm (3.4)

due to (2) and (5) in Section 3.1, since there exists C = const > 0, C <∞, such that∣∣
B(ε)P

n
[(
f (ζ)− f (z)

)
w(z,ζ)

]∣∣≤ Cε∥∥ f (ζ)− f (z)
∥∥
C(0,n−1)(B(ε),Y) (3.5)

for each 0 < ε < δ. �



286 Line antiderivations over local fields and their applications

Corollary 3.2. Let Ω and f be as in Theorem 3.1 and let f be derivationally (q,n)-
holomorphic on Ω, then

f (z)= (
Bn∂Ω f

)
(z) for each z ∈ Ω̃ (3.6)

(see Theorem 2.20).

Remark 3.3. For m = 1 formula (1) in Section 3.1 and (2.10) are equivalent; they are
the non-Archimedean analogs of the Martinelli-Bochner and Cauchy-Green formulas,
respectively (cf. the classical complex case in [8]).

3.2. Definitions and notations. Consider a clopen compactΩ⊂(K⊕αK)m and aC(q,n+1)-
function v : Ω× (∂Ω)δ → (K⊕ αK)m, v = (v1, . . . ,vm), 0 < δ <∞, v = v(z,ζ), z ∈ Ω, ζ ∈
(∂Ω)δ , Ψε := {z ∈ X : d(z,Ψ) < ε} for a topological space X with a metric d and a subset
Ψ⊂ X , d(z,Ψ) := infx∈Ψd(z,x), 0 < ε, 0≤ q ∈ Z, 1≤ n∈N. Suppose

φ̃(s) :=−ordK(α,α′) v(z,ζ), s=−ordK(α,α′)(ζ̄ − z̄) (3.7)

such that

(1) lims→∞ φ̃(s)=∞
for each z ∈Ω and ζ ∈ (∂Ω)δ . Put

ηv(z,ζ ,λ) :=
(

1− λ

β

)
ξ
(
v(z,ζ)

)
+
λξ(ζ̄ − z̄)

β
, (3.8)

where λ∈ B(K,0,1). Impose the condition

(2) ∧m
k=1dζvk(z,ζ)∧m

j=1 dζj �= 0 and ηv(z,ζ ,λ) �= 0

for each z ∈Ω, ζ ∈ (∂Ω)δ , and λ∈ B(K,0,1). Let also
(3)

ψ(z,ζ) :=
m∑
j=1

(−1) j+1(ζj − zj)−1
dζj ∧k �= j

[(
ξ
(
v(z,ζ)

))−1
dζ̄ξk

(
v(z,ζ)

)
∧ (

ξ(ζ − z)
)−1

dζξk(ζ − z)
]
.

(3.9)

If f ∈ C(0,n−1)(∂Ω,Y), we set

(4) (Lv,n
∂Ω f )(z) := q−1

m ζ∈∂ΩPn[ f (ζ)ψ(z,ζ)]

for each z ∈Ω, where Y is a Banach space over L such that K(α)⊂ L. Put also

(5) γ(z,ζ ,λ) :=∑m
j=1(−1) j+1(ζj − zj)−1dζj ∧k �= j [(ηv(z,ζ ,λ))−1(∂̄z,ζ + dλ)ηvk(z,ζ ,λ)∧

(ξ(ζ − z))−1dζξk(ζ − z)]

for each z ∈Ω, ζ ∈ (∂Ω)δ , λ∈ B(K,0,1). If f is a C(0,n−1)-1-form on ∂Ω, put

(6) (Rv,n
∂Ω f )(z) := q−1

m ζ∈∂Ω,λ∈B(K,0,1)Pn[ f (ζ)∧ γ(z,ζ ,λ)]

for each z ∈Ω. Suppose that v is such that
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(7) dz,ζψ(z,ζ)= 0 for each ζ �= z. In particular, if v(z,ζ)= ζ̄ − z̄, then

Lv,n
∂Ω f = Bn∂Ω f , Rv,n

∂Ω f = 0, (3.10)

since γ is the (m,m)-form by (ζ , ζ̄) for v(z,ζ)= ζ̄ − z̄.

Theorem 3.4. Let Ω be a clopen compact subset in (K⊕αK)m and let v(z,ζ), Lv,n
∂Ω, and Rv,n

∂Ω

be given by Section 3.2, f ∈ C(q+1,n−1)(Ω,Y). Then

(1) f (z)=(Lv,n
∂Ω f )(z)− (Rv,n

∂Ω∂̄ f )(z)− (BnΩ∂̄ f )(z) for each z ∈ Ω̃ (see Theorem 2.20) such
that

(2) ( f γ)(z1, . . . ,zl−1,zl + Exp(η),zl+1, . . . ,zm) =: ψ̃l(η) ∈ SC(q+1,n−1)(ωl,ε,L(ΛK(α),Y))
for each l = 1, . . . ,m, ε = ε j , where

ωl := ωl(z) := {
η ∈K(α) :

(
z1, . . . ,zl−1,zl + Exp(η),zl+1, . . . ,zm

)∈Ω
}

,

ωl,ε := ωl \Log
(
B
(

K(α),zl,ε
))

, 0 < ε j ∈ ΓK,
(3.11)

for each j ∈N, lim j→∞ ε j = 0, 0≤ q ∈ Z, 1≤ n∈N (see Section 2.2.6).

Proof. The use of Theorem 3.1 reduces the proof to that of the formula

(3) (Rv,n
∂Ω∂̄ f )(z)= (Lv,n

∂Ω f )(z)− (Bn∂Ω f )(z)

for each z ∈ Ω̃ and satisfying condition (2). In view of (2) in Section 3.1 and (7) in
Section 3.2 we have dζ ,λγ(z,ζ ,λ)= 0, since dζ ,λ[dζ ,λ(ηv)]=0. Therefore, dζ ,λ[ f (ζ)γ(z,ζ ,λ)]
= (∂̄ f (ζ))∧ γ(z,ζ ,λ), since (∂ f )∧ γ = 0. From (3) and (5) in Section 3.2 it follows that

γ(z,ζ ,λ)|λ=0 = ψ(z,ζ),

γ(z,ζ ,λ)|λ=β =
m∑
j=1

(−1) j+1(ζj − zj)−1
dζj

∧k �= j
[(
ξ(ζ̄ − z̄)

)−1
dζ̄ξk(ζ̄ − z̄)∧ (

ξ(ζ − z)
)−1

dζξk(ζ − z)
]
.

(3.12)

Mention that λ= Pn1|λ0, hence λ∈ PC(q,n)(B(K,0,1),K). Then for degree reasons

ζ∈∂ΩPn
[
f γ|λ=β

]= ζ∈∂ΩPn[ f w], (3.13)

where w is given by (1) in Section 3.1, dimKΩ= 2m, dimK ∂Ω= 2m− 1. Then

q−1
m ζ∈∂Ω,λ∈BPn

{
dζ ,λ

[
f (ζ)γ(z,ζ ,λ)

]}
= q−1

m ζ∈∂Ω,λ∈BPn
{
∂̄ f (ζ)∧ γ(z,ζ ,λ)

}
= (

Rv,n
∂Ω∂̄ f

)
(z)

(3.14)

for each z ∈ Ω̃, where B := B(K,0,1). On the other hand,

∂
(
(∂Ω)×B)= (−1)2m−1((∂Ω)×{β}− (∂Ω)×{0})

=−(∂Ω)×{β}+ (∂Ω)×{0}. (3.15)
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In view of Corollary 2.3,

(∂Ω)×BPn
{
dζ ,λ[ f γ]

}=−∂ΩP
n[ f w] + ∂ΩP

n[ f ψ], (3.16)

hence formula (3) is accomplished. �

Corollary 3.5. Let f be as in Theorem 3.4 and ∂̄ f = 0 on Ω, then

f (z)= (
Lv,n
∂Ω f

)
(z) (3.17)

for each z ∈ Ω̃ (see Theorem 2.20) and satisfying Theorem 3.4(2).

3.3. Definitions and remarks. Let Ω be a clopen compact subset in (K⊕αK)m, and con-
sider the following differential form:

(1)

w̃(z,ζ) :=
m∑
j=1

(−1) j+1(ζj − zj)−1
dζj ∧l �= j

[(
ξ(ζ̄ − z̄)

)−1
∂̄ζ ,zξl(ζ̄ − z̄)

∧ (
ξ(ζ − z)

)−1
dξl(ζ − z)

]
.

(3.18)

LetM be a compact manifold over K and let φ : Ω→M↩(K(α))N be a SC(q+1,n−1)-
diffeomorphism (see Section 2.2.5). Then the diffeomorphism φ∗w of the differ-
ential form w is the differential form on M. Consider these differential forms on
M also and denote them by the same notation, since {φ(ζj) : j} are coordinates
in M. Therefore, Theorems 3.1, 3.4 and Corollaries 3.2, 3.5 are true for M, also
because of Theorem 2.2 and Corollary 2.3, where M̃ := φ−1(Ω̃) (see Section 2.2.5
and Theorem 2.20). If f is a C(0,n−1)-differential form on M, then we define

(2) (BnM f )(z) := q−1
m ζ∈MPn[ f (ζ)∧ w̃(z,ζ)] for each z ∈M encompassed by ∂M. If f

is a C(0,n−1)-differential form on M, then we define
(3) (Bn∂M f )(z) := q−1

m ζ∈∂MPn[ f (ζ)∧ w̃(z,ζ)] for each z ∈M encompassed by ∂M.
Write w̃ as

(4) w̃(z,ζ)=∑m−1
t=0 Υt(z,ζ), where Υt is of bidegree (0, t) in z and of bidegree (m,m−

t− 1) in ζ . Decompose f as follows:
(5) f =∑

l+s=deg( f ) f(l,s), where f(l,s) is the (l,s)-form on M. Then f(l,s)(ζ)∧m
j=1 dζj = 0

for each l > 0, hence BnM f = BnM f(0,deg( f )). On the other hand,

f (ζ)∧Υt(z,ζ)= 0 if deg( f ) > q+ 1,

ζ∈MPn
[
f (ζ)∧Υt(z,ζ)

]= 0 when deg( f ) < q+ 1,
(3.19)

by the definition of the antiderivation. Therefore,
(6) BnM f = ζ∈MPn[ f(0,deg( f ))(ζ)∧Υdeg( f )−1(z,ζ)] for 1≤ deg( f )≤m,
(7) BnM f = 0 for deg( f )= 0 or deg( f ) >m, similarly,
(8) Bn∂M f = ζ∈∂MPn[ f(0,deg( f ))(ζ)∧Υdeg( f )(z,ζ)] for 0≤ deg( f )≤m− 1,
(9) Bn∂M f = 0 for deg( f )≥m,

hence BnM f is of bidegree (0,deg( f )− 1); Pn∂M f is of bidegree (0,deg( f )). Using the no-
tation of Section 3.2, define
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(10)

ψ̃(z,ζ) :=
m∑
j=1

(−1) j+1(ζj − zj)−1
dζj ∧k �= j

[(
ξ
(
v(z,ζ)

))−1
∂̄z,ζ ξk

(
v(z,ζ)

)
∧ (

ξ(ζ − z)
)−1

dζξk(ζ − z)
]
,

(3.20)

(11) γ̃(z,ζ ,λ) :=∑m
j=1(−1) j+1(ζj − zj)−1dζj ∧k �= j [(ηv(z,ζ ,λ))−1(∂̄z,ζ + dλ)ηv(z,ζ ,λ)∧

(ξ(ζ − z))−1dζξk(ζ − z)].

If f ∈ C(0,n−1)(∂M,L(ΛK(α),Y)), put

(12) (Lv,n
∂M f )(z) := q−1

m ζ∈∂MPn[ f (ζ)∧ ψ̃(z,ζ)],
(13) (Rv,n

∂M f )(z) := q−1
m ζ∈∂M,λ∈BPn[ f (ζ) ∧ γ̃(z,ζ ,λ)] for each z ∈ M̃ := φ−1(Ω̃) (see

Section 2.2.5 and Theorem 2.20). There exists the decomposition
(14) γ̃(z,ζ ,λ) =∑m−1

t=0 Υv
t (z,ζ ,λ), where Υv

t (z,ζ ,λ) is of bidegree (0, t) in z and f is of
bidegree (m,m− t− 1) in (ζ ,λ). Let f be a bounded differential form on ∂M, f =∑
f(l,s), then Rv,n

∂M f = Rv,n
∂M f(0,deg( f )) and f (ζ)∧Υv

t (z,ζ ,λ) = 0 if deg( f ) > t + 1 by
the definition of Pn, (ζ ,λ)∈∂M×BPn[ f (ζ)∧Υv

t (z,ζ ,λ)]= 0 if deg( f ) < t+ 1, hence
(15) Rv,n

∂M f = ζ∈∂M,λ∈BPn[ f(0,deg( f ))(ζ)∧Υv
deg( f )−1(z,ζ ,λ)] if 1≤ deg( f )≤m,

(16) Rv,n
∂M f = 0 if deg( f )= 0 or deg( f ) >m. Similarly,

(17) ψ̃(z,ζ) =∑m−1
t=0 Υv

t (z,ζ), where Υv
t (z,ζ) is of bidegree (0, t) in z and of bidegree

(m,m− t− 1) in ζ , hence
(18) Lv,n

∂M f = ζ∈∂MPn[ f(0,deg( f ))∧Υv
deg( f )(z,ζ)] if deg( f )≤m− 1,

(19) Lv,n
∂M f = 0 if deg( f )≥m. If v(z,ζ)= ζ̄ − z̄, then Lv,n

∂M f = Bn∂M f .

Theorem 3.6. Let M be a compact manifold over K and let BnM and Bn∂M be given by
Section 3.3. Suppose that f is the C(q+1,n−1)-(0, t)-form, 0≤ t ≤m. Then

(1) (−1)t f (z)= (Bn∂M f )(z)− (BnM∂̄ f )(z) + (∂̄BnM f )(z) for each z ∈ M̃ such that
(2) ( f ∧ w̃) ◦ φ(z1, . . . ,zl−1,zl + Exp(η),zl+1, . . . ,zm) =: ψ̃l(η) ∈ SC(q+1,n−1)(ωl,ε,

L(Λ(K(α)),Y)) for each l = 1, . . . ,m and each ε = ε j , where ωl := {η ∈ K(α) :
(z1, . . . ,zl−1,zl + Exp(η),zl+1, . . . ,zm)∈Ω}, ωl,ε := ωl \Log(B(K(α),zl,ε)), 0 < ε j for
each j ∈N, lim j→∞ ε j = 0, 0≤ q ∈ Z, 1≤ n∈N.

Proof. Using the diffeomorphism φ it is possible to reduce the case to Ω⊂ (K⊕αK)m. If
q = 0, then by (7) in Section 3.3 BnΩ f = 0 and f = Bn∂Ω f −BnΩ∂̄ f Theorem 3.1(1). Since
(2) is satisfied, v and ξ ∈ C(q,n), then Bn∂Ω f and BnΩ∂̄ f are in SC(q,n)(ωl,ε,L(Λ(K(α)),Y))
for each l = 1, . . . ,m, ε = ε j . From the definition of BnM it follows that

sup
u

∥∥Φ̄u
(
BnΩ∂̄ f

)(
z;h⊗u1

1 , . . . ,h⊗umm ;ζ1, . . . ,ζu
)− Φ̄u

(
BnΩ∂̄ f

)(
y;h⊗u1

1 , . . . ,h⊗umm ;ζ1, . . . ,ζu
)∥∥

C(q,n)

≤ C1‖ f ‖C(q,n)

∣∣1−π−2sm
∣∣,

(3.21)

where s= s(ζ−z), u=u1 +···+um, 0≤ul≤n, hence (BnM∂̄ f )∈C(q,n)(M,L(Λ(K(α)),Y)).
Analogously, Bn∂M f and BnM f are in C(q,n)(M,L(Λ(K(α)),Y)). It remains to prove that in
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the sense of distributions,(
∂̄BnΩ f

)
(z)= (−1)t f (z)− (

Bn∂M f
)
(z) +

(
BnM∂̄ f

)
(z) (3.22)

for each z ∈ Ω̃ and satisfying condition (2). This means that for each SC(q+1,n−1)-form ν,
supp(ν)⊂ Ω̃, the following equality is satisfied:

(3) (−1)tΩPn[BnΩ f ∧ ∂̄ν]= (−1)tΩPn[ f ∧ ν]−ΩPn[Bn∂Ω f ∧ ν] + ΩPn[BnΩ(∂̄ f )∧ ν]. In
view of formulas (6) and (8) in Section 3.3 Bn∂Ω f and BnΩ∂̄ f are of bidegree (0, t)
and BnΩ f is of bidegree (0, t− 1), we can assume that ν is of bidegree (m,m− t).
Then (3) takes the form

(4)

(−1)t(ζ ,z)∈Ω2Pn
[
f (ζ)∧ w̃(z,ζ)∧ ∂̄ν(z)

]
= (−1)tz∈ΩPn

[
f (z)∧ ν(z)

]
− (ζ ,z)∈(∂Ω)×ΩPn

[
f (ζ)∧ w̃(z,ζ)∧ ν(z)

]
+ (ζ ,z)∈Ω2Pn

[
∂̄ f (ζ)∧ w̃(z,ζ)∧ ν(z)

]
.

(3.23)

Put

(5) θ̃(z,ζ) := ∑m
j=1(−1) j+1(ζj − zj)−1(dζj − dzj) ∧k �= j [(ξ(ζ̄ − z̄))−1∂̄ζ ,zξk(ζ̄ − z̄)

∧ (ξ(ζ − z))−1∂ζ ,zξk(ζ − z)], then from (1) and (3) in Section 3.1, and dζ ,z = dζ +
dz it follows that

(6) dζ ,zθ̃(z,ζ)= 0 for ζ �= z, since ∂̄(ζj − zj)= 0, d2
ζ = 0.

Then all monomials in θ̃(z,ζ)− w̃(z,ζ) contain at least one of the differentials dz1, . . . ,dzm.
ν(z) of bidegree (m,m− t) contains the factor dz1∧···∧dzm, hence from (5), (6) it fol-
lows that

(7) dζ ,z(w̃(z,ζ)∧ ν(z)) = dz,ζ(θ̃(z,ζ)∧ ν(z)) = (−1)2m−1θ̃(z,ζ)∧ dν(z) = −w̃(z,ζ)∧
∂̄ν(z) for ζ �= z, since w̃(z,ζ) contains the factor dζ1 ∧ ···∧ dζm. Hence (7) im-
plies

(8) dz,ζ( f (ζ)∧w̃(z,ζ)∧ν(z))= (∂̄ f (ζ))∧w̃(z,ζ)∧ν(z)−(−1)t f (ζ)∧ w̃(z,ζ)∧ ∂̄ν(z)
for ζ �= z. Then

(9) ∂(Ω×Ω \U(ε))∩ [(K⊕αK)m×supp(ν)]= (((∂Ω)×Ω)∪ (Ω× ∂Ω)− ∂U(ε))∩
[(K⊕ αK)m × supp(ν)], where U(ε) := {(ζ ,z) ∈ (K⊕ αK)m × (K⊕ αK)m : |ζ −
z| < ε}, 0 < ε < ε0, 0 < ε0 <∞, is fixed. In view of Corollary 2.3 and formulas (8),
(9),

(10) (∂Ω)×Ω∪Ω×(∂Ω)Pn[ f (ζ) ∧ w̃(z,ζ) ∧ ν(z)] − ∂U(ε)Pn[ f (ζ) ∧ w̃(z,ζ) ∧ ν(z)] =
Ω2\U(ε)Pn[(∂̄ f (ζ))∧ w̃(z,ζ)∧ ν(z)]− (−1)tΩ2\U(ε)Pn[ f (ζ)∧ w̃(z,ζ)∧ ∂̄ν(z)].

For B−ε := {ζ ∈ (K⊕ αK)m : |ζ| < ε}, there exists ∂B−ε such that T(∂B−ε × (K⊕ αK)m) =
∂U(ε), where T(ζ ,z) := (z+ ζ ,z), T : (K⊕ αK)m× (K⊕ αK)m → (K⊕ αK)2m. The differ-
ential form ν(z) contains the factor dz1∧···∧dzm, hence w̃(z,ζ)∧ ν(z)=w(z,ζ)∧ ν(z)
and T∗( f (ζ)∧ w̃(z,ζ)∧ ν(z)) =∑

|I|=t fI(z + ζ)d(z̄ + ζ̄)∧I ∧w(z,ζ)∧ ν(z), where T∗ is
the pullback operator on differential forms (see Section 2.2.5). The degree of w(z,ζ)
is 2m− 1 and 2m− 1 = dimK(∂B−ε ), consequently, d(z̄ + ζ̄)∧I ∧w(z,ζ)|(∂B−ε )×(K⊕αK)m =
dz̄∧I ∧w(z,ζ)|(∂B−ε )×(K⊕αK)m .
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Therefore, taking R>0 such that Ω⊂B((K⊕αK)m,0,R)=: BR : ∂U(ε)Pn[ f (ζ)∧w̃(z,ζ)]
= (−1)tz∈BRPn[

∑
|I|=t ζ∈T−1(∂U(ε))Pn[ fI(z + ζ)∧w(z,ζ)]dz̄∧I ∧ ν(z)], since dz̄∧I ∧w(z,ζ)

= (−1)tw̃(z,ζ)dz̄∧I for |I| = t, Ω+Ω ⊂ BR + BR = BR, where supp( f ) ⊂ Ω (see Lemma
2.16). In view of Theorem 3.1,

ζ∈T−1(∂U(ε))P
n
[
fI(z+ ζ)∧w(z,ζ)

]= fI(z) + ζ∈T−1(∂U(ε))P
n
{[
fI(z+ ζ)− fI(z)

]∧w(z,ζ)
}

(3.24)

for |I| = t, which tends to fI(z) when ε tends to zero, since supp( f ) is bounded, where
T−1(∂U(ε))= (∂B−ε )× (K⊕αK)m, and inevitably

lim
ε→0

∂U(ε)P
n
[
f (ζ)∧ w̃(z,ζ)∧ ν(z)

]= (−1)tΩPn
[
f (z)∧ ν(z)

]
. (3.25)

�

Theorem 3.7. Let M be a compact manifold and let Lv,n
∂M , Rv,n

∂M , BnM be given by Section 3.3.
Suppose f is the C(q,n)-(0, t)-differential form, 0≤ t ≤m. Then

(1) (−1)t f (z)= (Lv,n
∂M f )(z)− (Rv,n

∂M∂̄ f +BnM∂̄ f )(z) + ∂̄(Rv,n
∂M f +BnM f )(z) for each z ∈ M̃

such that
(2) ( f ∧ γ̃) ◦ φ(z1, . . . ,zl−1,zl +Exp(η),zl+1, . . . ,zm)=: ψ̃l(η)∈ SC(q+1,n−1)(ωl,ε,L(ΛK(α),

Y)) for each l = 1, . . . ,m and each ε = ε j , where

ωl := {
η ∈K(α) :

(
z1, . . . ,zl−1,zl + Exp(η),zl+1, . . . ,zm

)∈Ω
}

,

ωl,ε := ωl \Log
(
B
(

K(α),zl,ε
))

, ε j > 0 for each j ∈N,

lim
j→∞

ε j = 0, 0≤ q ∈ Z, 1≤ n∈N.
(3.26)

Proof. If v(z,ζ)= ζ̄−z̄, then Lv,n
∂M=Bn∂M ,Rv,n

∂M = 0, and Theorem 3.7(1) reduces to Theorem
3.6(1). If t = 0, then by (7) and (16) in Section 3.3 BnM f =0 andRv,n

∂M f = 0, hence Theorem
3.7(1) reduces to Theorem 3.4(1). Assume 1≤ t ≤m. In view of Section 3.3 and Theorem
3.6, Lv,n

∂M f , Rv,n
∂M∂̄ f , BnM∂̄ f , ∂̄Rv,n

∂M f, and ∂̄BnM f are in C(q,n)(M,L(ΛK(α),Y)). Using the dif-
feomorphism φ, consider Ω instead of M. In view of Theorem 3.6(1) it remains to prove

(3) ∂̄(Rv,n
∂Ω f )(z)= (Bn∂Ω f )(z)− (Lv,n

∂Ω f )(z) + (Rv,n
∂Ω∂̄ f )(z) for each z ∈ Ω̃ and satisfying

condition (2). Consider the differential form
(4)

κ :=
m∑
j=1

(−1) j+1(ζj − zj)−1
dζj ∧k �= j

[(
ηv(z,ζ ,λ)

)−1
dz,ζ ,λη

v
k(z,ζ ,λ)

∧ (
ξ(ζ − z)

)−1
dζξk(ζ − z)

]
.

(3.27)

In accordance with Sections 3.1 and 3.2, ξ and v are of class of smoothnessC(q,n), hence
κ and γ̃ belong to C(q,n)(W ,L(ΛK(α),Y)) for suitable clopen W ⊂ Ω× (K⊕ αK)m ×
B(K,0,1) such that Ω× (∂Ω)×B(K,0,1)⊂W , ζ �= z. Condition (7) in Section 3.2 is sat-
isfied for ξ(ζ̄ − z̄)= Exp(π−s(ζ̄ − z̄)) and v(z,ζ) such that ξ(v(z,ζ))= Exp(π−φ̃(s)v(z,ζ)),
where φ̃(s) is given by Section 3.2 and satisfies formula (3.7) and condition (2) of
Theorem 3.1. Therefore, the family of such differential forms ψ and w is nonvoid. In
view of conditions in (3) Section 3.1 and in (7) Section 3.2, in the sense of distributions,
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(5) dz,ζ ,λκ= 0 onW , that is, z∈ΩPn[(dz,ζ ,λκ)∧ ν]= 0 for each ν as above. From ∂ζκ= 0
and (5) it follows that (∂̄z,ζ +dλ + ∂z)(κ)= 0, together with ∂ζ(γ̃)= 0, implies

(6) (∂̄z,ζ +dλ)(γ̃) + ∂z(γ̃) + (∂̄z,ζ +dλ + ∂z)(κ− γ̃)= 0 on W , ζ �= z,

since (κ− γ̃) contains a factor ∂zηvk and ∂z(κ− γ̃) = 0. The monomials in (κ− γ̃) with
respect to dzj , dz̄ j , dζj , dζ̄ j , and dλ and, consequently, in (∂̄z,ζ + dλ + ∂z)(γ̃− κ) contain
at least one of the differentials dz1, . . . ,dzm as a factor. The same is true for ∂z(γ̃). The
monomials in (∂̄z,ζ +dλ)(γ̃) do not contain any of the differentials dzj . Hence from (6) it
follows that (∂̄ζ +dλ)(γ̃)=−∂̄zγ̃. Then

(7) dζ ,λ( f ∧ γ̃) = (∂̄ζ + dλ)( f ∧ γ̃) = (∂̄ f ) ∧ γ̃ + (−1)t f ∧ (∂̄ζ + dλ)γ̃ = (∂̄ f ) ∧ γ̃ −
∂̄z( f ∧ γ̃). Applying Corollary 2.3 and formula (7) to the differential form f ∧ γ̃
on (∂Ω)×B, where B := B(K,0,1), gives

(8) (ζ ,λ)∈(∂Ω)×BPn[(∂̄ f ) ∧ γ̃] − ∂̄z(ζ ,λ)∈(∂Ω)×BPn[ f ∧ γ̃] = (∂Ω)×{0}Pn[ f ∧ γ̃] −
(∂Ω)×{β}Pn[ f ∧ γ̃].

On the other hand, γ̃|λ=0 = ψ, γ̃|λ=β = w̃, and formula (8) is equivalent to formula (3)
due to formulas (3), (12), and (13) in Section 3.3. �
Corollary 3.8. Let M and f be as in Theorem 3.7 and ∂v/∂z̄ = 0 on M. For t = 1, . . . ,m,
put

(1) Tn
t := (−1)t(Rv,n

∂M +BnM). Then
(2) f (z)= ∂̄(Tn

t f )(z) + (Tn
t+1∂̄ f )(z)

for each z ∈ M̃ and satisfying Theorem 3.7(2). If ∂̄ f = 0, then u = Tn
t f is a solution of

∂̄u(z)= f (z) for each z ∈ M̃ and f satisfying Theorem 3.7(2).

Proof. In view of formula (18) in Section 3.3, Lv,n
∂M f = ∂MPn[ f ∧Υv

t ]. Since ∂v(z,ζ)/∂z̄ =
0, the monomials in Υv

t of bidegree (0, t) in z vanish if t ≥ 1. Therefore, Lv,n
∂M f = 0 and (2)

follows from Theorem 3.7(1). Then from (2) it follows that ∂̄u(z)= f (z) if ∂̄ f (z)= 0 for
each z ∈ M̃ and satisfying Theorem 3.7(2), where u= Tn

t f . �

Definition 3.9. LetM be a manifold over K satisfying 2.4 with (q+ 1,n)-antiderivationally
holomorphic SC(q+1,n−1)-transition maps φi ◦φ−1

j between charts (Ui,φi) and (Uj ,φj) for
each Ui ∩Uj �= ∅ and let GL(N ,K(α)) be the group of invertible N ×N-matrices with
entries in K(α).

(1) A (q + 1,n)-antiderivationally holomorphic vector bundle over K(α) of K(α) di-
mension N over M is a SC(q+1,n−1)-vector bundle over M with the characteristic fiber
(K(α))N and with (q+ 1,n)-antiderivationally holomorphic atlas of local trivializations of
B, that is, with a family {Uj ,hj} such that {Uj} is a (cl)open covering ofM, for each j, hj is
a SC(q+1,n−1)-bundle isomorphism from B|Uj ontoUj × (K(α))N ; the corresponding tran-
sition mappings gi, j : Ui ∩Uj → GL(N ,K(α)) defined by (z,gi, j(z)v) = hi ◦ h−1

j (z,v), z ∈
Ui∩Uj , v ∈ (K(α))N are (q+ 1,n)-antiderivationally holomorphic SC(q+1,n−1)-mappings.
Equipped with the atlas {B|Uj ,hj}, the bundle B gets the structure of the SC(q+1,n−1)− (q+
1,n)-antiderivationally holomorphic manifold.

(2) A SC(q+1,n−1)-bundle homomorphism between SC(q+1,n−1) − (q + 1,n)-antideriva-
tionally holomorphic vector bundles B1 and B2 is called SC(q+1,n−1)− (q+ 1,n)-antideri-
vationally holomorphic if it is SC(q+1,n−1) − (q + 1,n)-antiderivationally holomorphic
as a map between the SC(q+1,n−1) − (q + 1,n)-antiderivationally holomorphic manifolds
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B1 and B2. A SC(q+1,n−1) − (q + 1,n)-antiderivationally holomorphic section of a
K(α)SC(q+1,n−1)− (q+ 1,n)-antiderivationally holomorphic vector bundle is defined sim-
ilarly.

(3) A SC(q+1,n−1) − (q + 1,n)-antiderivationally holomorphic vector bundle over M
is called SC(q+1,n−1) − (q + 1,n)-antiderivationally holomorphically trivial if there exists
a SC(q+1,n−1)−(q+1,n)-antiderivationally holomorphic bundle isomorphism from B onto
M× (K(α))N . B is called SC(q+1,n−1)− (q+ 1,n)-antiderivationally holomorphically trivial
over a (cl)open setU ⊂M if B|U is SC(q+1,n−1)− (q+ 1,n)-antiderivationally holomorphi-
cally trivial. A SC(q+1,n−1) − (q + 1,n)-antiderivationally holomorphic trivialization of B
(overU) is a SC(q+1,n−1)− (q+ 1,n)-antiderivationally holomorphic bundle isomorphism
from B onto M× (K(α))N (B|U onto U × (K(α))N ).

(4) A K(α)-valued differential form of degree r over M can be defined as a section of
the vector bundle ΛrT∗(M)K(α), where T∗(X)K(α) is the K(α) cotangent bundle ofM over
scalars b ∈ K(α) (see [19]). A differential form of degree r with values in a SC(q+1,n−1) −
(q + 1,n)-antiderivationally holomorphic bundle (or a B-valued differential form) over
M is a section of the bundle Λr(T∗(M)K(α))⊗K(α) B.

If {Uj : j ∈ J} is a (cl)open covering ofM such that B is SC(q+1,n−1)− (q+ 1,n)-antideri-
vationally holomorphically trivial over each Uj and {gi, j : i, j ∈ J} is the corresponding
system of transition functions, then a differential form with values in M can be iden-
tified with a system { f j} of N-tuplets of differential forms on Uj such that fi = gi, j f j
over Ui ∩Uj for each i, j ∈ J . A differential form f with values in B is called a (0, t)-
form, SC(q+1,n−1) − (0, t)-form, and so forth if for each (cl)open subset U ⊂M, where
B is SC(q+1,n−1)− (q+ 1,n)-antiderivationally holomorphically trivial, the corresponding
N-tuple of differential forms on U consists of (0, t)-forms, SC(q+1,n−1)− (0, t)-forms, and
so forth. Each (s, t)-form with values in a SC(q+1,n−1)− (q+ 1,n)-antiderivationally holo-
morphic vector bundle can be identified with some (0, t)-forms with values in some other
n-antiderivationally holomorphic vector bundle.

Definition 3.10. Let M be a SC(q+1,n−1)− (q+ 1,n)-antiderivationally holomorphic mani-
fold, let B be a SC(q+1,n−1)− (q+ 1,n)-antiderivationally holomorphic vector bundle over
M, and let {Uj : j ∈ J} be a (cl)open covering of M, where J is a set. A derivationally
(q + 1,n− 1)-holomorphic Cousin data in M means a system { fi, j : i, j ∈ J} of deriva-
tionally (q+ 1,n− 1)-holomorphic sections fi, j :Ui∩Uj → B such that fi, j + f j,k = fi,k in
Ui∩Uj ∩Uk for each i, j,k ∈ J . The corresponding Cousin problem consists in finding a
system { f j : j ∈ J} of derivationally (q+ 1,n− 1)-holomorphic sections f j : Uj → B such
that fi, j = fi− f j in Ui∩Uj for each i, j ∈ J .
Theorem 3.11. LetM be a SC(q+1,n−1)− (q+ 1,n)-antiderivationally holomorphic manifold
and let B be a SC(q+1,n−1)− (q+ 1,n)-antiderivationally holomorphic vector bundle over M.
Consider two conditions:

(1) each derivationally (q+ 2,n− 1)-holomorphic Cousin problem in B has a solution;
(2) each B-valued SC(q+1,n−1) − (0,1)-form on M such that ∂̄ f = 0 on M has a section

u :M→ B such that ∂̄u= f on M.

Then from (1), (2) follows. From (2) it follows that (1) in the class u ∈ C(q+2,n−1) and
∂̄u∈ SC(q+1,n−1) is (q+ 1,n− 1)-antiderivationally holomorphic.
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Proof. (1)⇒(2). First, that f is a SC(q+1,n−1)-form means that there exists a refinement
{U ′

k : k} of {Uj} consisting of clopen U ′
k such that gk(U ′

k) is bounded in (K(α))N and

f |U ′
k
∈ SC(q+1,n−1), where At′(M) = {(U ′

k,gk) : k}. Choose At′(M) such that
⋃
k Ũ

′
k =M.

Denote {U ′
k : k} by {Uj : j ∈ J} also such that ∂U ′

k satisfies the condition of Theorem 2.37
up to the SC(q+1,n−1)-diffeomorphism. Then Theorem 2.37 on each Uj gives a solution uj
such that (ui − uj) are derivationally (q + 2,n− 1)-holomorphic on Ui ∩Uj and form
derivationally (q+ 2,n− 1)-holomorphic Cousin data in B. According to (1) there exists
a derivationally (q+ 2,n− 1)-holomorphic section hj :Uj → B such that ui−uj = hi−hj
in Ui∩Uj . Set u := ui−hi in Ui for each j ∈ J .

(2)⇒(1) in the class u∈ C(q+2,n−1) and ∂̄u∈ SC(q+1,n−1) is (q+ 1,n− 1)-antiderivation-
ally holomorphic. Characteristic functions of clopen compact subsets belong to C∞. It is
possible to take a refinement At′(M) of At(M) such that its charts satisfy Lemma 2.16,
that is, gk(U ′

k) are balls satisfying Lemma 2.16. Choose At′(M) such that
⋃
k Ũ

′
k =M. De-

note it also by At(M). Since M is metrizable, it has an atlas consisting of clopen compact
charts, henceM has aC∞-partition of unity, χk := χUk . For each i and j, fk, j is SC(q+1,n−1)−
(q + 1,n − 1)-antiderivationally holomorphic, hence χk fk, j is also by Lemma 2.16

SC(q+1,n−1) − (q + 1,n− 1)-antiderivationally holomorphic for suitable refinement {Uj :
j ∈ J}, since χk fk, j = fk, j|(Uk∩dom( fk, j )), ∂̄(χk fk, j)= 0. Set θj :=−∑

k χk fk, j in Uj , hence by
Theorem 2.20 there exists a C(q+2,n−1)-solution of the Cousin problem: fi, j :=∑

k χk( fi,k +
fk, j)= θi− θj in Ui∩Uj ; ∂̄θi = ∂̄θ j in Ui∩Uj . Hence by (2) there exists a section u :M→
B such that ∂̄u= ∂̄θ j in Uj . The setting hj = θj −u in Uj provides (1). �

Remark 3.12. Theorem 3.4(1), Theorem 3.6(1), and Theorem 3.7(1) are the non-Archi-
medean analogs of the Leray, Koppelman, and Koppelman-Leray formulas, respectively.

3.4. Notes and definitions. The local field K is the disjoint union of balls B(K,zj ,R) for
a given 0 < R <∞, where zj ∈ K for each j ∈N. Therefore, the antiderivation operators

Bj P
n on Bj := B(K,zj ,R) induce the antiderivation operator KPn on K such that

(1) K(Pn[ f ])(y) :=∑∞
j=1(Bj P

n[ f χBj ])(y)

on C(q,n−1)(K,L), where K⊂ L⊂ Cp, L is a complete field relative to its uniformity. Then

PC
(q,n)(Kl,Y

)
:= KlPn

(
C(q,n−1)(Kl,Y

))⊕Y ,

SC
(q+1,n−1)(Kl,Y

)
:= {

g ∈ C(q+1,n−1)(Kl,Y
)

: g
(
x1, . . . ,xl

)∈ P,xjC
(q+1,n−1)(Kl,Y

)
for each j = 1, . . . , l

}
,

P,xjC
(q+1,n−1)(Kl,Y

)
:= KP

n
xj

(
C(q,n−1)(Kl,Y

))⊕Y ,
(3.28)

where C(q,n−1)(Kl,Y) and PC(q,n)(Kl,Y) are supplied with the inductive limit topologies
induced by the embeddings C(q,n−1)(B(Kl,z,R′),Y)↩C(q,n−1)(Kl,Y), 0 < R′ <∞, where

KlPn := KPnx1
···KPnxl , x1, . . . ,xl ∈ K, Y is a Banach space over L such that K⊂ L (see also

[17, 20]).
Therefore, in the standard way we get the definition of a locally compact manifold M

over K of class PC(q,n) or SC(q+1,n−1), that is, transition mappings of charts φi, j ∈ PC(q,n)
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or φi, j ∈ SC(q+1,n−1), where Vj is clopen in M, φj(Vj) is clopen in Kl, 1 ≤ l ∈ N, l =
dimKM (see Section 2.2.5). Using charts and PC(q,n)(Kl,Km) or SC(q+1,n−1)(Kl,Km), we
get the uniform space PC(q,n)(M,N) or SC(q+1,n−1)(M,N) of all mappings g : M → N of
class PC(q,n) or SC(q+1,n−1), respectively, where M is the PC(q,n)-manifold or SC(q+1,n−1)-
manifold on Kl and N is the PC(q,n)-manifold or SC(q+1,n−1)-manifold on Km, respec-
tively, that is, ψi ◦ g ◦ φ−1

j is of class PC(q,n) or SC(q+1,n−1) for each i and j such that its
domain is nonempty, where At(M) = {(Vj ,φj) : j}, At(N) = {(Wj ,ψj) : j}. The unifor-
mity in PC(q,n)(Kl,Km) or SC(q+1,n−1)(Kl,Km) induces the uniformity in PC(q,n)(M,N) or

SC(q+1,n−1)(M,N), respectively (see [17, Remark 2.4]).
For a locally compact manifoldM over K of class PC(q,n) or SC(q+1,n−1), let DifP(q,n)(M)

or Dif S(q+1,n−1)(M) denote a family of all diffeomorphisms f :M→M, f (M)=M, ( f −
id)∈PC(q,n), and ( f −1− id)∈PC(q,n) or ( f −id)∈ SC(q+1,n−1) and ( f −1− id)∈ SC(q+1,n−1),
respectively, where id(z) = z for each z ∈M, M↩KN , PC(q,n)(M,M)↩ PC(q,n)(M,KN ),

SC(q+1,n−1)(M,M)↩ SC(q+1,n−1)(M,KN ) such that ( f − id) is correctly defined, N ∈N.

Theorem 3.13. (1) The uniform spaces Dif P(q,n)(M) and Dif S(q+1,n−1)(M) are the topo-
logical groups for each 0≤ q ∈ Z, 1≤ n∈N.

(2) They have embeddings as clopen subsets into PC(q,n)(M,M) and into SC(q+1,n−1)(M,
M), respectively.

(3) The uniform spaces PC(q,n)(M,N), SC(q+1,n−1)(M,N), Dif P(q,n)(M), and
Dif S(q+1,n−1)(M) are complete and separable.

(4) The groups Dif P(q,n)(M) and Dif S(q+1,n−1)(M) are ultrametrizable when M is com-
pact.

(5) The uniform spaces Dif P(q,n)(M) and Dif S(q+1,n−1)(M) have the infinite-dimensional
manifold structures over K.

Proof. First, prove that compositions of diffeomorphisms preserve classes PC(q,n)(M,M)
and SC(q+1,n−1)(M,M), respectively. For this consider two diffeomorphisms ψ,φ ∈
Dif P(q,n)(Um) or Dif S(q+1,n−1)(Um) simultaneously. A diffeomorphism φ is called the
simplest diffeomorphism if it has the coordinate form

xj = φj
(
y1, . . . , ym

)= yj for each j = 1, . . . ,k− 1,k+ 1, . . . ,m,

xk = φk
(
y1, . . . , ym

)= φk(y1, . . . , yk, . . . , ym
)
,

(3.29)

where xj , yj ∈ U , x = (x1, . . . ,xm), m = dimKM. Suppose that the marked number k is
for φ and l is for ψ. To prove φ ◦ ψ ∈ Dif P(q,n)(Um) or Dif S(q+1,n−1)(Um) it is suffi-
cient to verify that {φk(y1, . . . , yk−1,ψl(y1, . . . , ym), yk+1, . . . , ym)− yk} is in PC(q,n)(Um,K)
or SC(q+1,n−1)(Um,K) correspondingly.

In C0(Um,Km) there exists the polynomial Amice base {Q̄n(x) : n∈Nm
0 } and it is also

the base in C(q,n)(Um,Km), where N0 := { j : 0≤ j ∈ Z} (see [1, 17]). The linear ordering

 in K induces the linear ordering 
 in Km and hence in Um : x
y if and only if x1 =
y1, . . . ,xj−1 = yj−1, xj
yj , where 1 ≤ j ≤m, yj ∈ K, y = (y1, . . . , ym) (see Section 2.2.1).
Take, in particular, U = B(K,0,1). Then (β, . . . ,β) is the largest element in Um. Let ZK :=
{z ∈K : z =∑t

l=0 zlπl, 0≤ t ∈ Z, zl ∈ {0,θ1, . . . ,θpn−1}}, then ZK is dense in B(K,0,1) and
is countable. There are decompositions
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(i) ψl(y)=∑
n∈N0

m a(n,ψl)Q̄n(y),
(ii) φk(y)=∑

n∈N0
m a(n,φk)Q̄n(y),

where a(n,ψl) and a(n,φk)∈ K. In view of the conditions imposed on ψl and φk and the
continuity of the K-linear operators UPnxj ,

(iii) φk(y)={∑n∈N0
m a(n,∂φk(y)/∂yj)(UPnyj Q̄n(y)|yjy j,0 )}+φk(y1, . . . , yj−1, yj,0, yj+1, . . . ,

ym)

for each j = 1, . . . ,m and analogously for ψl, where yj,0 and yj ∈ U . To show (φk(y1, . . . ,
yk−1,ψl(y), yk+1, . . . , ym)− yk) ∈ SC(q+1,n−1)(Um,K), it is sufficient to find hj : Um → K
such that

(iv) UPnyj hj|
yj
y j,0 =−hj,0 +φk(y1, . . . , yk−1,ψl(y), yk+1, . . . , ym)− yk

for each j = 1, . . . ,m, where hj,0 ∈K.
From (iii) and the continuity of the K-linear operator UPnyj it follows that to resolve

(iv) it is sufficient to find a solution of the problem

(v) UPnyj h|
yj
y j,0 = (UPnyj y

t1|yjy j,0 )···(UPnyj y
tl |yjy j,0 )

for each l ∈N and each tk = (tk1 , . . . , tkm) ∈Nm
0 , k = 1, . . . , l, yt = yt11 ··· ytmm . On the other

hand,

(vi) UPnzt =
∑

0≤ j≤n−1,k∈N0
t(t− 1)···(t− j + 1)z

t− j
k (zk+1− zk) j+1/( j + 1)!,

where z ∈U , t ∈N, j ∈ Z. Moreover, (∂/∂yj)UPnyj |(C(q,n−1)(Um,K)) = I , hence (v) can be sim-

plified in the considered class of P,yjC
(q+1,n−1)
0 (Um,K)-functions acting on both sides of

(v) by (∂/∂yj). For each z ∈ ZK there exists a solution zh(y) of (v) for each y ∈Um such
that yj
z, since the set {u∈ ZK : u
z} is finite. In view of (vi) and Section 2.1, this fam-
ily {zh(y) : z ∈ ZK} can be chosen consistent, that is, zh(y)= ηh(y) for each y such that
yj
min(z,η). Therefore, there exists

(vii) h= limz→β zh

such that (v) is satisfied for each y ∈Um. In particular, id∈ SC(q+1,n−1)(M,M).
For the class PC(q,n)(Um,K) it is sufficient to find the solution of the problem

(viii) (UmPnh)(y)= (UmPnyt
1
)···(UmPnyt

l
)

for each l ∈ N and each tk ∈ Nm
0 , k = 1, . . . , l, |t| := t1 + ··· + tm ≥ 1. In view of (vi),

Section 2.1, and UmPn = UPny1
···UPnym there exists a consistent family zh satisfying (viii)

for each z ∈ ZmK and each y
z such that zh(y) = ηh(y) for each y
min(z,η), where
η ∈ ZmK , since the set {u∈ ZmK : u
z} is finite, (∂/∂y1)···(∂/∂ym)UmPn|(C(q,n−1)(Um,K)) = I ,
and the acting by (∂/∂y1)···(∂/∂ym) on both sides of (viii) simplifies it in the class of

PC
(q,n)
0 (Um,K)-functions. Then

(ix) h = limz→(β,...,β) zh is the solution of (viii). Therefore, (φ ◦ ψ(y)− y) and (φ ◦
ψ−1(y)− y) belong to SC(q+1,n−1) or PC(q,n), respectively. The proof above also
shows that if a bijective surjective ψ is in PC(q,n)(M,M) or in SC(q+1,n−1)(M,M),
then ψ−1 is in PC(q,n)(M,M) or in SC(q+1,n−1)(M,M), respectively, by solving the
equation of the type v(id(y) + g(y))=−g(y) relative to the function v for known
g := ψ− id. Hence using charts (Ṽ j , φ̃ j) of Ãt(M) such that φ̃ j(Ṽ j)= B ⊂Um + zj
with suitable zj ∈ Km for each j, Ãt(M) is the refinement of At(M), and B sat-
isfies Lemma 2.16 (or applying the above proof to B instead of Um), we get



S. V. Ludkovsky 297

that (φ̃l ◦ φ ◦ ψk ◦ φ̃−1(y)− y) belongs to PC(q,n) or SC(q+1,n−1), respectively, on
its domain for each l and j, where k = 1 or k = −1. Together with Lemma 2.16
it provides φ ◦ψk ∈Dif P(q,n)(M) or φ ◦ψk ∈Dif S(q+1,n−1)(M) correspondingly
for each k ∈ {−1,1}.

If M is compact, then PC(q,n)(M,Y) is normable for a Banach space Y over L, K ⊂ L
(see analogously [19, Lemma 2.1]). Let V = B(C(q,n−1)(M,Y),0,1), consider W := { f ∈
C(q+1,n−1)(M,Y) : f (x1, . . . ,xm)∈P,xjC

(q+1,n−1)(M,Y)∩(Pnxj (V)⊕Y) for each j=1, . . . ,m}.
In view of K-convexity of V the set W is absolutely K-convex (disked) and W is ab-
sorbing in SC(q+1,n−1)(M,Y), since Pnxj are continuous K-linear and V is absorbing in

C(q,n−1)(M,Y). Then W is bounded in the weak topology in SC(q+1,n−1)(M,Y). There-
fore, the Minkowski functional on SC(q+1,n−1)(M,Y) generated by W induces a norm in

SC(q+1,n−1)(M,Y) (see [20, Exercise 6.204]). Each space P,xjC
(q+1,n−1)(M,Y) is complete

(see, analogously, [19, Lemma 2.1]), since Y is complete.
Consider the K-linear space Ψ j := P,xjC

(q+1,n−1)(M,Y)∩ SC(q+1,n−1)(M,Y) and topolo-
gies τP, j on P,xjC

(q+1,n−1)(M,Y) and τS on SC(q+1,n−1)(M,Y) induced by norms in these
spaces, then τS|Ψ j ⊂ τP, j for each j due to continuity of Pnxj (for M supplied with co-

ordinates xj due to PC(q,n)- or SC(q+1,n−1)-diffeomorphisms with Ω as in Section 2.2.5)
and definition of τS, since ker(Pnxj ) = {0}, and due to the open mapping [20, Theorem
(14.4.1)], there exists the continuous K-linear operator

(
Pnxj

)−1
:
(
P,xjC

(q+1,n−1)
0 (M,Y),τP, j

)
−→

(
C(q,n−1)(M,Y),‖∗‖C(q,n−1)(M,Y)

)
, (3.30)

consequently,

(
Pnxj

)−1
:
(
Ψ j,0,τS|Ψ j,0

)−→ (
C(q,n−1)(M,Y),‖∗‖C(q,n−1)(M,Y)

)
(3.31)

is continuous, whereΨ j,0 :=Ψ j ∩ P,xjC
(q+1,n−1)
0 (M,Y),Ψ j=Ψ j,0⊕Y . Hence SC(q+1,n−1)(M,

Y) is complete relative to the above norm.
For noncompact M using a refinement At′(M) consisting of compact charts (V ′

j ,φ
′
j)

and the strict inductive limits of PC(q,n)(
⋃l

j=1V
′
j ,Y) or SC(q+1,n−1)(

⋃l
j=1V

′
j ,Y), l ∈N, we

get that PC(q,n)(M,Y) and SC(q+1,n−1)(M,Y) are complete relative to their uniformities
(see [20, Theorems (12.1.6) and (12.1.8)]). In view of [20, Theorem (12.1.4)] these spaces
are separable.

Let ( f − id) ∈ PC(q,n)(M,M) or ( f − id) ∈ SC(q+1,n−1)(M,M) such that M is compact
and max j,l ‖ fl, j − idl, j ‖ < 1, where fl, j := φl ◦ f ◦ φ−1

j , dom( fl, j) =: Ul, j , ‖∗‖ is taken of

the space PC(q,n)(Ul, j ,Km) or SC(q+1,n−1)(Ul, j ,Km). In view of the ultrametric inequality
fl, j is the isometry, since ‖ fl, j − idl, j ‖ = supn |a(n, fl, j − idl, j)|‖Q̄n‖, where ‖ ∗ ‖ is the
norm in PC(q,n)(Ul, j ,Km) or in SC(q+1,n−1)(Ul, j ,Km), respectively, induced by the norm
in C(q,n−1)(Ul, j ,Km) and the Minkowski functional as above. Then ‖gk,l ◦ fl, j − idk, j ‖ ≤
max(‖gk,l ◦ fl, j − fl, j‖,‖ fl, j − idl, j ‖). Using partial difference quotients, Pn, and expansion
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coefficients in the Amice base, we get that maxl, j ‖ f −1
l, j − idl, j ‖ ≤ Cmaxl, j ‖ fl, j − idl, j ‖,

C = const > 0 is independent of f (see the proof of [17, Theorem 2.6]), consequently,
Dif P(q,n)(M) and Dif S(q+1,n−1)(M) are topological groups. For noncompact M having
At(M) with compact charts and using the strict inductive limit topology, we can take
an entourage of the diagonal in PC(q,n)(M,M)2 or in SC(q+1,n−1)(M,M)2 of the form { f :
‖ fl, j − idl, j ‖ ≤ |π| for each l, j ∈ λ}, where λ is a finite subset in N. In view of [18, Theo-
rem A.4] there exists the inverse mapping f −1

l, j , which is the local diffeomorphism, when

dom( fl, j) �= ∅. Then f |W = id|W for W :=M \⋃ j∈λV ′
j for each f ∈Dif P(q,n)(M) and

Dif S(q+1,n−1)(M) with W dependent on f , where supp( f ) := cl({x ∈M : f (x) �= x}) is
compact, and a finite subset λ of N is such that supp( f ) ⊂ ⋃

j∈λV ′
j . This implies that

f (M)=M and f −1(M)=M, consequently, Dif P(q,n)(M) and Dif S(q+1,n−1)(M) are neigh-
borhoods of id in PC(q,n)(M,M) and in SC(q+1,n−1)(M,M), respectively, left shifts in these
groups Lg f := g−1 f imply that these groups are open in the spaces corresponding to
them. Since Dif P(q,n)(M) and Dif S(q+1,n−1)(M) are complete, they are clopen in

PC(q,n)(M,M) and SC(q+1,n−1)(M,M) respectively (see [5, Theorem 8.3.6]).
Finally, statements (4) and (5) follow from the proofs of [17, Theorems 2.4 and 3.6]

modified for the classes of smoothness considered here. �

3.5. Remark and definition. Let M and N be two locally compact C(q,n)-manifolds over
K and f ∈ C1(M,N), dimKM =: mM , dimKN =: mN . Denote � := �( f ) := {z ∈M :
rang(dz f ) < mN} and this set is called the set of critical values of f . The nonnegative
Haar measure ν on KmN as the additive group induces the measure µ on N with the help
of charts, since At(N) has a disjoint refinement, where ν is normalized by the condition
ν(B(KmN ,0,1))= 1.

Theorem 3.14. Let f : M → N be a Cl-mapping of a SC(q+1,n−1)-manifold M into a

SC(q+1,n−1)-manifold N , where l >max(mM ,mN ). Then µ( f (�))= 0 (see Section 3.5).

Proof. Using the charts of atlases it is sufficient to prove the theorem for f : U → KmN ,
where U is an open subset in KmN . For mM = 0 and mN = 0 the statement is evident,
therefore, consider mM ≥ 1 and mN ≥ 1. Put �i := {y ∈ U : f ( j)(y) = 0 for each j ≤ i},
hence �⊃�1 ⊃�2 ⊃ . . . . To finish the proof use the following two lemmas. �

Lemma 3.15. µ( f (� \�1))= 0.

Proof. Consider n≥ 2, since for n= 1 there is only one partial derivative and from y ∈�
it follows that y ∈ �1. Let y ∈ � \�1, then there exists a nonzero partial derivative, for
example, ∂ f1(x)/∂x1 at the point x = y. There exists a mapping h : U → KmN such that
h(x) := ( f1(x),x2, . . . ,xmN ) for which rang(dh(y)) = mN . In view of [18, Theorem A.4]
the mapping h is the diffeomorphism of some open V =V(y)⊂U onto a neighborhood
W � z := h(y). The set �′ of critical points for g := f ◦ h−1 : W → KmN coincides with
h(V ∩�), that is, g(�′)= f (V ∩�). Consider the family gt : ({t}×KmM−1)∩W → {t}×
KmN−1, where t ∈ B(K,0,1). The point b is critical for gt if and only if it is critical for
g. In view of the induction hypothesis µ[gt(�(gt))]= 0 in {t}×KmN−1, hence µ(g(�′)∩
({t} ×KmN−1)) = 0 for each t ∈ B(K,0,1). From the Fubini theorem in L1(Km,µ,R) it
follows that µ(g(�′))= 0. �
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Lemma 3.16. µ( f (�k))= 0 for each k such that 1≤ k < l.
Proof. Take a covering of �k by a countable number of balls of radius δ > 0, δ ≤ δ0, where
δ0 > 0 is sufficiently small. Take one of these balls to be B. From the definition of �k and
the Taylor formula (see [22, Theorem 29.4] and [18, Theorem A.5]) it follows that f (x+
h) = f (x) +R(x,h), where ‖R(x,h)‖ ≤ b‖h‖k+1, x ∈ �k, x + h ∈ B, b ≤ ‖ f ‖Cl(U ,KmN ) <∞
for a compact clopen U in KmM . Divide B into a disjoint union of qmM balls of radius δ/q,
q = p−n. Let B1 be a ball of this partition such that B1 � x. Then each y ∈ B1 has the form
y = x+ h, where |h| ≤ δ/q. Then f (B1)⊂ B(KmN , f (x),b/qk+1), consequently, f (�k ∩B)
is contained in the union of qmN balls Bj having

∑
j µ(Bj)≤ qmN (b/qk+1)mN = bmN q−mNk.

Then limq→∞ bmN q−mNk = 0. �

Therefore, Lemmas 3.15 and 3.16 finish the proof of Theorem 3.14.

Corollary 3.17. The setN\ f (�) is dense inN , where f ∈Cl(M,N) and l>max(mM ,mN).

Corollary 3.18. If dimKM < dimKN , then µ( f (M))= 0.

Definitions 3.19. A C1-mapping f : M →N is called an immersion if rang(df |x : TxM →
Tf (x)N) =mM for each x ∈M. An immersion f : M → N is called an embedding if f is
bijective.

Theorem 3.20. Let M be a compact SC(q+1,n−1)- or PC(q,n)-manifold over a local field K,
dimKM =m<∞. Then there exists a SC(q+1,n−1)- or PC(q,n)-embedding τ :M↩K2m+1 and
a SC(q+1,n−1)- or PC(q,n)-immersion θ : M → K2m, respectively. Each continuous mapping
f :M→K2m+1 or f :M→K2m can be approximated by τ or θ relative to the norm ‖∗‖C0 .

Proof. Let M↩KN be the SC(q+1,n−1)- or PC(q,n)-embedding of Theorem 2.1. Consider
the bundle of all K straight lines in KN . They compose the projective space KPN−1. Fix
the standard orthonormal (in the non-Archimedean sense) base {e1, . . . ,eN} in KN and
projections on K-linear subspaces relative to this base PL(x) :=∑

ej∈L xje j for the K-linear

span L = spanK{ei : i ∈ ΛL}, ΛL ⊂ {1, . . . ,N}, where x =∑N
j=1 xje j , xj ∈ K for each j. In

this base consider the function (x, y) :=∑N
j=1 xj y j . Let l ∈ KPN−1, take a K-hyperplane

denoted by KN−1
l and given by the condition (x, [l]) = 0 for each x ∈ KN−1

l , where 0 �=
[l] ∈ KN characterizes l. Take ‖[l]‖ = 1. Then the orthonormal base {q1, . . . ,qN−1} in
KN−1
l together with [l] =: qN composes the orthonormal base {q1, . . . ,qN} in KN (see

also [28]). This provides the projection πl : KN → KN−1
l relative to the orthonormal base

{q1, . . . ,qN}. The operator πl is K-linear, hence πl ∈ SC(q+1,n−1), since Pn is the K-linear
operator, UPnxj λej|ba = λ(b− a)ej for each λ∈K and a,b ∈U , j = 1, . . . ,N .

To construct an immersion it is sufficient that each projection πl : TxM → KN−1
l have

ker[d(πl(x))] = {0} for each x ∈M. The set of all x ∈M for which ker[d(πl(x))] �= {0}
is called the set of forbidden directions of the first kind. The forbidden directions are
those and only those l ∈ KPN−1 for which there exists x ∈M such that l′ ⊂ TxM, where
l′ = [l] + z, z ∈KN . The set of all forbidden directions of the first kind forms the C(q,n−1)-
manifoldQ of dimension (2m− 1) with points (x, l), x ∈M, l ∈KPN−1, [l]∈ TxM, where
C(q,n) ⊂ C(q+1,n−1) for each n≥ 1, q ≥ 0. Take g :Q→KPN−1 given by g(x, l) := l. Then g is
of class C(q,n−1). In view of Theorem 3.14 µ(g(Q))= 0 if N − 1 > 2m− 1, that is, 2m<N .
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In particular, g(Q) is not contained in KPN−1 and there exists l0 /∈ g(Q), consequently,
there exists πl0 : M → KN−1

l0
. Since SC(q+1,n−1) or PC(q,n) respectively is dense in C(q,n−1),

then there exists a mapping κ such that κ ∈ SC(q+1,n−1) or κ ∈ PC(q,n) is sufficiently close
to πl0 relative to ‖ ∗ ‖C1 correspondingly such that κ ◦ θ is the immersion, since M is
compact. In view of Theorem 3.13 the composition κ ◦ θ is of class SC(q+1,n−1) or PC(q,n)

correspondingly. This procedure can be prolonged, when 2m < N − k, where k is the
number of the steps of projection. Hence M can be immersed in K2m.

Consider now the forbidden directions of the second type l ∈KPN−1, for which there
exists x �= y ∈M simultaneously belonging to l after suitable parallel translation [l] �→
[l] + z, z ∈KN . The set of the forbidden directions of the second type forms the manifold
S :=M2 \∆, where ∆ := {(x,x) : x ∈M}. Consider ψ : S→ KPN−1, where ψ(x, y) is the
straight K-line with the direction vector [x, y] in the orthonormal base. Then µ(ψ(S))=
0 in KPN−1 if 2m + 1 < N . Then the closure cl(ψ(P)) coincides with ψ(P)∪ g(Q) in
KPN−1. Hence there exists l0 /∈ cl(ψ(P)). Then consider πl0 :M →KN−1

l0
. Since SC(q+1,n−1)

or PC(q,n) correspondingly is dense in C(q,n−1), then there exists a mapping κ such that
κ ∈ SC(q+1,n−1) or κ ∈ PC(q,n) is sufficiently close to πl0 relative to ‖∗‖C1 such that κ ◦ τ
is the embedding, since M is compact. In view of Theorem 3.13 the composition κ ◦ τ
is of class SC(q+1,n−1) or PC(q,n) correspondingly. This procedure can be prolonged, when
2m+ 1 < N − k, where k is the number of the steps of projection. Hence M can be em-
bedded into K2m+1. �

Remark 3.21. Theorems 3.14 and 3.20 are non-Archimedean analogs of the Sard and
Whitney theorems. In Theorem 3.20 classes of smoothness globally on M are important.
Theorem 3.20 justifies the considered class of manifolds M in the theorems above about
antiderivational representations of functions.

3.6. Note and definition. The proof of Theorem 3.13 shows that the family of all diffeo-
morphisms ofM of the class PC((t,s)) as defined slightly differently in [19] also forms the
topological group. Moreover, spaces PC((t,s), Ω→ Y) := P(l,s)[C((t,s− 1), Ω→ Y)]⊕Y
and PC(t,s)(M,Y) are topologically K-linearly isomorphic, where l = [t] + 1, [t] is the in-
teger part of t, [t]≤ t, 0≤ t ∈R, although the antiderivation operators P(l,s) on a clopen
subset X ′ =Ω in B(Km,0,1) (see [15, Section 2.11] and [16]) and ΩPs above (see Sections
2.1 and 2.2.5) are different.

Define by induction spaces l
SC

ξ+(l,0)(Ω,Y) := { f ∈ Cξ+(l,0)(Ω,Y) : f (x1, . . . ,xm) ∈
UPn+l

x j (l−1
S Cξ+(l−1,0)(Ω,Y)) ⊕ Y for each j = 1, . . . ,m}, where l ∈ N, 1

SC
ξ+(1,0)(Ω,Y) :=

SCξ+(1,0)(Ω,Y), 0
SC

ξ(Ω,Y) := Cξ(Ω,Y).

Theorem 3.22. LetM be a l
SC

(q+l,n−1)-manifold over K with l ≥ 2, then there exists a clopen
neighborhood T̃M of M in TM and an exponential lSC

(q+l,n−1)-mapping exp : T̃M →M of
T̃M on M.

Proof. As in the proof of [19, Theorem 2.4] it can be shown that the non-Archimedean
geodesic equation∇ċ ċ = 0 with initial conditions c(0)= x0, ċ(0)= y0, x0 ∈M, y0 ∈ Tx0M
has a unique l

SC
(q+l,n−1)-solution, c : B(K,0,1)→M. For a chart (Uj ,φj) containing x, put
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ψj(b)= φj ◦ c(b), then

ψj(b)= φj
(
x0
)

+ UP
q+l+n(y0 + UP

q+l+n−1 f
)
,

ψj(b)= ψj
(
b;x0, y0

)
, b ∈ B(K,0,1),

(3.32)

where f ∈ l−2
S C(q+l+n−3)(B(K,0,1),Km), consequently, the mapping V1 × B(Km,0,δ) �

(x̃0, y0) �→ ψj(β;x0, y0) is of class of smoothness l
SC

(q+l,n−1), where 0 < δ, x̃0 = φj(x0) ∈
V1 ⊂ V2 ⊂ φj(Uj), V1 and V2 are clopen, δ and V1 are sufficiently small, to satisfy the
inclusion ψj(β;x0, y0)∈ V2 for each (x̃0, y0)∈ V1×B(Km,0,δ). See [19, Section 2.4] the
rest of the proof. �

Theorem 3.23. Let Ω=Ω1×···×Ωm be a polydisk in (K⊕αK)m and let

SC̄
(q+1,n−1)(Ω,K(α)

)
:= {

f ∈ SC
(q+1,n−1)(Ω,K(α)

)
: ∂̄ f = 0 on Ω

}
, (3.33)

then SC̄(q+1,n−1)(Ω,K(α))|Ω̃ is the algebra over K, where Ω̃ := {z ∈ Ω : zj is encompassed
by ∂Ω j} for each j = 1, . . . ,m, z = (z1, . . . ,zm).

Proof. Evidently SC̄(q+1,n−1)(Ω,K(α)) is the K-linear space, since ∂̄(λ f ) = λ∂̄ f for each
λ ∈ K and ∂̄( f + g) = ∂̄ f + ∂̄g for each f ,g ∈ SC(q+1,n−1)(Ω,K(α)). It remains to ver-
ify that f g|Ω̃ ∈ SC̄(q+1,n−1)(Ω,K(α))|Ω̃ for each f and g ∈ SC̄(q+1,n−1)(Ω,K(α)), where
as in Lemma 2.16 SC̄(q+1,n−1)(Ω,K(α))|Ω̃ = {h|Ω̃ : h ∈ SC̄(q+1,n−1)(Ω,K(α))}. In view of
Theorem 2.20(i), if f and g ∈ SC̄(q+1,n−1)(Ω,K(α)), then f and g are locally z-analytic on
Ω̃, consequently, f g is locally z-analytic on Ω̃. In view of (2.34) or by direct computation,

(i) resξ(z− ξ) j = 0 for each −1 �= j ∈ Z and each ξ ∈ Ω̃,

since resξ h= 0 for each h having a decomposition of the form (2.33) with a−1 = a−1(h)
= 0; indeed it is true for the particular h(β)= h(0) for a loop γ encompassing 0 and such
that h(x) := Exp[ j Log(γ(x))] and j ∈ Z, x ∈ B(K,0,1), which leads to the general case.

On the other hand, ( f g)′(z) also is locally z-analytic on Ω̃. Therefore, γj P
n[(f g)′(z)dzj]

= 0 and particularly

(ii) γj P
n[(∂( f (z)g(z))/∂zj)dzj]= 0

for each loop γj in Ω j encompassed by ∂Ω j (see Theorem 2.13), where z = (z1, . . . ,zm),
Ω=Ω1×···×Ωm, Ω j is a ball in K⊕αK, zj ∈K⊕αK for each j = 1, . . . ,m. Then

∂
(
γj P

n
[(
∂
(
f (z)g(z)

)
/∂zj

)
dzj

])
∂zj

= ∂( f g)(z)
∂zj

,

γj P
n
[(

∂( f g)(z)
∂zj

)
dzj

]
= ( f g)

(
z1, . . . ,zj−1,γj(β),zj+1, . . . ,zm

)
− ( f g)

(
z1, . . . ,zj−1,γj(0),zj+1, . . . ,zm

)
.

(3.34)



302 Line antiderivations over local fields and their applications

Moreover,

γj P
n
[
hj(z)dzj

]
= BP

n
[
hj
(
z1, . . . ,zj−1,γj(ζ),zj+1, . . . ,zm

)
dγj(ζ)

]
,

γj P
n
[(

∂( f g)(z)
∂zj

)
dzj

]
= BP

n
[
vj
(
z1, . . . ,zj−1,γj(ζ),zj+1, . . . ,zm

)
dγj(ζ)

]
,

∂B
Pn

∂ζ

[
hj
(
z1, . . . ,zj−1,γj(ζ),zj+1, . . . ,zm

)
dγj(ζ)

]
= hj

(
z1, . . . ,zj−1,γj(ζ),zj+1, . . . ,zm

)
γ′(ζ),

∂B
Pn

∂ζ

[
vj
(
z1, . . . ,zj−1,γj(ζ),zj+1, . . . ,zm

)
dγj(ζ)

]
= vj

(
z1, . . . ,zj−1,γj(ζ),zj+1, . . . ,zm

)
γ′(ζ), γj ∈ PC

n
(
B,K(α)

)
,

(3.35)

where vj(z) := ∂( f g)(z)/∂zj , ζ ∈ B := B(K,0,1). Proceeding as in the proof of Theorem
3.13 with the help of (i), (ii), and formula (1) in Section 2.2.5 (see (iii)–(vii) in Theorem
3.13), find hj ∈ C(q,n−1)(Ω,K(α)) such that hj is locally z-analytic and γj P

n[hj(z1, . . . ,

zj−1,ζj ,zj+1, . . . ,zm)dζj]= ( f g)(z)− ( f g)(z0) for each z ∈ Ω̃ and each j = 1, . . . ,m, where

γj is a path with γj(0) = zj,0 ∈ Ω̃ j , γj(β) = zj for each j = 1, . . . ,m. This means that
( f g)∈ SC̄(q+1,n−1)(Ω,K(α))|Ω̃, since

∂γj P
n

∂xj

[
hj
(
z1, . . . ,zj−1,ζj ,zj+1, . . . ,zm

)
dζj

]
= ∂γj P

n

∂zj = hj(z)

[
hj
(
z1, . . . ,zj−1,ζj ,zj+1, . . . ,zm

)
dζj

]
,

∂γj P
n

∂yj

[
hj
(
z1, . . . ,zj−1,ζj ,zj+1, . . . ,zm

)
dζj

]= αhj(z)

(3.36)

(see formulas (i) and (ii) in Section 2.2.6) such that UPnxj hj|
xj
xj,0 and UPnyj hj|

yj
y j,0 as particu-

lar cases of γj along axes xj and yj give the desired result. �

Corollary 3.24. The space SC̄(q+1,n−1)(Ω,K(α))|Ω̃ contains all locally z-analytic functions
on Ω̃.

Proof. Mention that 1∈ C(q,n−1)(Ω,K(α)) and UPnx1|xx0
=x− x0, UPny1|yy0= y−y0, γj P

n1=
γj(β)− γj(0)= zj − zj,0, where γj ⊂ Ω̃ j , hence zj − zj,0 ∈ SC̄(q+1,n−1)(Ω,K(α)) for each zj
and zj,0 ∈ Ω̃ j = πj(Ω̃ j). It is possible to take γj contained in balls B such that B ⊂ Ω j .

Therefore, γPn
∑k

l=1 χBl =
∑k

l=1 alγj P
nχBl ∈ SC̄(q+1,n−1)(Ω j ,K(α)), where Bl are balls satis-

fying conditions of Lemma 2.16, al ∈ K(α), k ∈ N. In view of Theorem 3.23 each poly-
nomial in z belongs to SC̄(q+1,n−1)(Ω,K(α))|Ω̃. Using expansions into series by z of locally
z-analytic functions and limits of sequences of polynomials in z and Lemma 2.16 leads to
the conclusion that each locally z-analytic function on Ω̃ belongs to SC̄(q+1,n−1)(Ω,K(α))|Ω̃.

�
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Note 3.25. From Corollary 3.24 it follows that a SC̄(q+1,n−1)-manifold M is locally z-
analytic manifold and there exists a refinement Ãt(M) = {(Ũ j , φ̃ j) : j} of At(M) such

that transition mappings φ̃l ◦ φ̃−1
j are z-analytic for each Ũ j ∩ Ũl �= ∅. If f is z-analytic

on Ω̃, then f ′ is z-analytic on Ω̃. Therefore, there exists a family Υ of the cardinality
card(Υ) = c := card(R) of all functions f ∈ SC̄(q+1,n−1)(Ω,K(α)) and f is not z-analytic
on Ω̃, since a locally z-analytic function is not necessarily z-analytic. For example, take
h∈ C(q,n−1)(Ω,K(α)) locally z-analytic on Ω̃ and nonanalytic on Ω̃ and put f (z)= γPnh,
where γ(0)= z0, γ(β)= z, Ω is a polydisk (see Corollary 3.24). Indeed, each locally poly-
nomial in z nonpolynomial h : Ω → K(α) and its iterated antiderivatives along paths
hk(z) := γPkhk−1, k = 1, . . . ,n, h0 := h, up to order n, fit this construction. For nonlocally
compact fields there is the theory of analytic elements [6].

Corollary 3.26. Let L be a non-Archimedean field such that K(α) ⊂ L with a valuation
| · |L extending that of K(α) and let L be complete relative to | · |L. Suppose Ω is a clopen
compact subset in (K⊕αK)m and Y is a Banach space over L. Then f ∈ SC̄(q+1,n−1)(Ω,Y)|Ω̃
if and only if there exists an open subset W in Lm and a locally z-analytic function F on W ,
z ∈W , such that W ∩ (K⊕αK)m ⊃ Ω̃ and F|Ω̃ = f .

Proof. The valuation group ΓK(α) is discrete, hence Y as the K(α)-linear space has an or-
thonormal base {ej : j ∈Λ}, where Λ is a set (see [28, Chapter 5]). Therefore, F :W → Y
has the decomposition F(z) =∑

j∈ΛFj(z)ej , where Fj : W → K(α). Since F is locally z-

analytic, then f is locally z-analytic on Ω̃ and in accordance with Corollary 3.24 f ∈
SC̄(q+1,n−1)(Ω,Y)|Ω̃. Conversely, if f ∈ SC̄(q+1,n−1)(Ω,Y)|Ω̃, then by Theorem 2.20 f is lo-
cally z-analytic on Ω̃, consequently, for each ζ ∈ Ω̃ there exists a ball B(K(α),ζ ,R(ζ))
with 0 < R(ζ) <∞ on which the power series 2.20(2) is uniformly convergent, that is,
lim|k|→0 |ak|LR|k| = 0, hence this series is uniformly convergent on B(L,ζ ,R(ζ)) also. Put
W =⋃

ζ∈Ω̃B(L,ζ ,R(ζ)). �

3.7. Definition and note. Let L, Ω = Ω( f ), W =W( f ) be satisfying conditions of
Corollary 3.26 with m = 1. Let also T ∈ L(Y) be a bounded L-linear operator on a Ba-
nach space Y over L with a nonvoid spectrum

σ(T) := {
b ∈ L : (bI −T) is not invertible in L(Y)

}
(3.37)

(see [28, Chapter 6]), where L(X ,Y) is the Banach space of all bounded L-linear opera-
tors T : X → Y for Banach spaces X and Y over L, ‖T‖ := sup0�=x∈X ‖Tx‖/‖x‖, L(Y) :=
L(Y ,Y). Suppose, in addition, that for each z ∈W with dist(z,Ω) <∞ there exist R ≥
dist(z,Ω) and ζ ∈Ω such that B(L,z,R) ⊂W and B(L,z,R)∩Ω = B(K⊕ αK,ζ ,R) ⊂Ω.
Denote by �(T) a family of all functions f with ψf ∈ SC̄(q+1,n−1)(ωε,L) (see Theorem
3.23), where W is a clopen neighborhood of σ(T), W =W( f ), Ω=W ∩ (K⊕αK) �= ∅,
0 < dist(∂Ω,σ(T)) := inf z∈∂Ω dist(z,σ(T)), dist(z,G) := inf y∈G |z− y| for G ⊂ L and z ∈
L, 0 ≤ q ∈ Z, 1 ≤ n ∈ N, ψf (η) := f (z + Exp(η)), ω := ω(z) := {η ∈ K(α) : z + Exp(η) ∈
Ω}, z ∈Ω, ωε=ω\Log(B(K(α),z,ε)), ε=ε j , ε j >0 for each j ∈ N, lim j→∞ ε j= 0, there
exists a locally z-analytic function Ψ f on W such that Ψ f |Ω̃ = ψf (see Corollary 3.26).
Put

(1) f (T)= C(α)−1
∂ΩPn[ f (ζ)R(ζ ;T)dζ],
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where R(ζ ;T) = (ζI −T)−1 for ζ ∈ ρ(T) := L \ σ(T) and the antiderivative is supposed
to be convergent in the strong operator topology sense, that is, ∂ΩPn[ f (ζ)R(ζ ;T)ydζ]
converges for each y ∈ Y . There are other definitions of spectral sets (see [28, Chapter
6]), but this one is used here.

Theorem 3.27. Let σ(T) �= ∅, σ(T)⊂ L, f ,g ∈�(T), a,b ∈ L (see Section 3.7). Then

(i) a f + bg ∈�(T) and aF(T) + bg(T)= (a f + bg)(T);
(ii) f g ∈�(T) and f (T)g(T)= ( f g)(T);

(iii) if f (z)=∑∞
k=0 akzk on W( f ) such that W( f )⊃ σ(T), then f (T)=∑∞

k=0 akT
k.

Proof. Section 3.7 is correct, since xI −T is invertible in L(Y) for each x ∈ ρ(T) := L \
σ(T), hence rσ(T) := supx∈σ(T) |x| ≤ ‖T‖, where ρ(T) is open in L and R(x;T) is locally
x-analytic on ρ(T) (see [3, Chapter VII], [4], and [28, Chapter 6]).

(i) follows from Section 3.7 and Corollary 3.26.
(ii) In view of Corollary 3.26 and Theorem 3.23 f g ∈�(T), since W( f )∩W(g)=:

W( f g) ⊃ σ(T). Without loss of generality take Ω( f ) encompassed by ∂Ω(g)
shrinking Ω( f ) a little if necessary such thatW( f )⊃ σ(T),W( f )⊂W(g). Then

f (T)g(T)= C(α)−2
ζ∈∂Ω( f )P

n
[
f (ζ)R(ζ ;T)dζ

]
κ∈∂Ω(g)P

n
[
g(κ)R(κ;T)dκ

]
= C(α)−2

κ∈∂Ω(g)P
n
[
ζ∈∂Ω( f )P

n
[
f (ζ)g(κ)

{
R(ζ ;T)R(κ;T)

}
dζ
]
dκ

]
.

(3.38)

On the other hand, R(ζ ;T)R(κ;T)= (R(ζ ;T)−R(κ;T))(κ− ζ)−1. Therefore,

(1)

f (T)g(T)= C(α)−2
ζ∈∂Ω( f )P

n
[
f (ζ)R(ζ ;T)

{
κ∈∂Ω(g)P

n
[
g(κ)(κ− ζ)−1dκ

]}
dζ
]

−C(α)−2
κ∈∂Ω(g)P

n
[
g(κ)R(κ;T)

{
ζ∈∂Ω( f )P

n
[
f (ζ)(κ− ζ)−1dζ

]}
dκ

]
.

(3.39)

The second term on the right-hand side of (3.39) is zero, since ∂Ω( f ) is encompassed by
∂Ω(g), κ∈ ∂Ω(g), ζ ∈ ∂Ω( f ) (see formulas 2.20(2), (3), (4)). Hence

f (T)g(T)= C(α)−1
ζ∈∂Ω( f )P

n
[
f (ζ)g(ζ)R(ζ ;T)dζ

]= ( f g)(T). (3.40)

(iii) follows from Section 3.7 and formulas 2.20(2), (3), (4) applied to f (ζ)R(ζ ;T)y
for each y ∈ Y . �

Theorem 3.28. Let σ(T) �= ∅, σ(T) ⊂ L, f ∈ �(T) (see Section 3.7). Then f (σ(T)) =
σ( f (T)).

Theorem 3.29. Let σ(T) �= ∅, σ(T) ⊂ L, f ∈�(T), g ∈�( f (T)) (see Section 3.7), and
h(z) := g( f (z)) for each z ∈ f −1[W(g)∩ f (W( f ))]. Then h∈�(T) and h(T)= g( f (T)).

Proof. Theorem 3.28 follows from Theorem 3.27 analogously to [3, Theorems VII.3.10],
[4], and [9, 3.3.6]. The function f is locally z-analytic on W( f ), g is locally z-analytic on
W(g), hence h is locally z-analytic on f −1[W(g)∩ f (W( f ))]. In view of Theorem 3.28
σ( f (T))⊂ f (W( f ))∩W(g), hence h is defined on open W(h) such that W(h)⊃ σ(T).
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Without loss of generality take W(g)⊃ f (W( f )). Put

S(κ)= C(α)−1
ζ∈∂Ω( f )P

n
[
R(ζ ;T)

(
κ− f (ζ)

)−1
dζ
]
, (3.41)

then in accordance with Theorems 3.27 and 2.8 (applied onto pieces of Ω( f ) affine ho-
motopic to points) (κI −T)S(κ)= S(κ)(κI −T)= I , consequently, S(κ)= R(κ;T). There-
fore,

g
(
f (T)

)= C(α)−1
∂Ω(g)P

n
[
g(κ)R

(
κ; f (T)

)
dκ

]
=−C(α)−2

∂Ω(g)P
n
[
∂Ω( f )P

n
{
g(κ)R(ζ ;T)

(
κ− f (ζ)

)−1
dζ
}
dκ

]
= C(α)−1

∂Ω( f )P
n
[
R(ζ ;T)g

(
f (ζ)

)
dζ
]= h(T).

(3.42)

�

Proposition 3.30. Let fk ∈�(T) for each k ∈N (see Section 3.7) and there exists a clopen
subset W in L such that σ(T) ⊂W ⊂⋂∞

n=1W( fn). If fk converges to f uniformly on W ,
then fn(T) converges to f (T) uniformly on each totally bounded subset in Y .

Proof. There exists a sequence C(α)−1
∂ΩPn[ fk(ζ)R(ζ ;T)dζ] in L(X ,Y) in the topology of

pointwise convergence, where L(X ,Y) denotes the Banach space of continuous L-linear
operators S : X → Y for two Banach spaces X and Y over L. In view of [20, Theorem
(11.6.3) and Example 11.202.(g)], this sequence converges to an L-linear operator on Y
uniformly on each totally bounded subset in Y . �

Definition 3.31. A point z0 ∈ σ(T) is called an isolated point of a spectrum σ(T), if there
exists a neighborhood U of z0 such that σ(T)∩U = {z0}, where U satisfies the same
conditions of Section 3.7 as W does. An isolated point z0 ∈ σ(T) is called a pole of an
operator T or a pole of a spectrum, if a mapping R(ζ ;T) has a pole at z0. An order j(z0)
of a pole z0 is an order of z0 as a pole of R(ζ ;T).

Theorem 3.32. Let f ,g ∈�(T) (see Section 3.7). Then f (T)= g(T) if and only if f (ζ)=
g(ζ) on a clopen W such that σ(T) \⋃l∈Λ{zl} ⊂W ⊂ L, where zl ∈Ω ⊂ K⊕ αK is a pole
for each l ∈Λ, Λ is a finite set, and ( f − g) at zl has zero of order not less than j(zl) for each
l = 1, . . . ,k.

Proof. Without loss of generality take g = 0 and let f = 0 on W \⋃l∈Λ{zl}. Then due to
Theorem 2.8 (applied onto each piece affine homotopic to a point)

f (T)= C(α)−1
∑
l∈Λ

∂BlP
n
[
f (ζ)R(ζ ;T)dζ

]
, (3.43)

where Bl := B(K⊕ αK,zl,Rl), 0 < Rl < ∞, and Bl ∩ σ(T) = {zl} for each l ∈ Λ. Since
f (ζ)R(ζ ;T) is regular on Bl, then by Theorem 2.32 f (T) = 0. Conversely, let f (T) = 0,
then by Theorem 3.28 f (σ(T)) = 0. The set σ(T)∩ (K⊕ αK) is compact and it can be
covered by a finite union of balls B(K⊕αK,ζj ,Rj), 0 < Rj <∞. If B(K⊕αK,ζj ,Rj)∩ σ(T)
is infinite, then for each limit point x of the latter set there exists a clopen neighborhood
Vx on which f |Vx = 0 (see Theorem 2.25). Therefore, σ(T)∩ ((K⊕ αK) \⋃x Vx) con-
sists of a finite number of isolated points {λl : l = 1, . . . ,k}, since Ω⊃ (K⊕αK)∩ σ(T), Ω
is compact. Let f �= 0 on any neighborhood of λ1. Since λ1 ∈ σ(T) and f (σ(T)) = {0},
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then f has a zero of finite order j, hence g1(z)= (λ1− z) j / f (z) is locally z-analytic on a
neighborhood of λ1. From the proof of Theorem 3.23 it follows that

(1) R(ζ ;T)=∑∞
m=−∞ am(λ1− ζ)m

on B(ε) := B(K⊕αK,λ1,ε) for a sufficiently small 0 < ε <∞, where

(2) a−m =−C(α)−1
∂B(ε)Pn[(λ1− ζ)m−1R(ζ ;T)dζ]=−(λ1I −T)m−1h(T),

h(T) denotes a function equal to 1 on B(ε) and zero on a neighborhood of λl for each l �= 1
such that ψ(η)= h(z+ Exp(η)) satisfies Section 3.7, which is possible due to Lemma 2.16
and Corollary 3.26, since Exp(η) is locally η-analytic. Then a−m−1 =−(λ1I −T)mh(T)=
0 for each m≥ j. �

3.8. Definition and note. A subset V of σ(T) clopen in σ(T) is called a spectral set if
it has a clopen neighborhood WV satisfying the same conditions of Section 3.7 as W
and WV ∩ (σ(T) \V)=∅. In accordance with Lemma 2.16 and Theorem 3.23 consider
f ∈�(T) such that f |V = 1 and f |σ(T)\V = 0, which is possible due to Corollary 3.26,
since Exp(η) is locally η-analytic. Put E(V ;T) := f (T). In view of Theorem 3.32 E(V ;T)
depends onV , but not on a concrete choice of f from its definition. IfV ∩ σ(T)=∅, put
E(V ;T)= 0. Write also E(z;T) := E({z};T) for a singleton {z}. An index j = j(z) of z ∈ L
is the smallest integer j such that (zI −T) j y = 0 for each y ∈ Y with (zI −T) j+1y = 0.

Theorem 3.33. Let T , W , Ω, K(α) be as in Corollary 3.26, Section 3.7. If z0 is a pole of T
of order j, then z0 ∈Ω has the index j. An isolated point z0 ∈ σ(T) is a pole of order j if and
only if

(i) (z0I −T) jE(z0;T)= 0, (z0I −T) j−1E(z0;T) �= 0.

Proof. In view of formulas (1), (2) in the proof of Theorem 3.32 z0 is a pole of or-
der j if and only if (i) is satisfied, since a−m−1 = −(z0I − T)mE(z0;T). The rest of the
proof is analogous to that of [3, Theorem VII.3.18] and [4] due to Corollary 3.26 and
Theorem 3.23. �

In view of Theorem 3.27(ii)

E(V ;T)E(V ;T)= E(V ;T) for each spectral set V , (3.44)

that is, E(V ;T) is the projection operator on Y (see [28, Chapter 3]).

Theorem 3.34. Let f ∈�(T) (see Section 3.7) and let V be a spectral set of f (T). Then
σ(T)∩ f −1(V) is the spectral set of T and E(V ; f (T))= E( f −1(V);T).

Proof. Let hV ∈�(T) such that hV (z) = 1 on a neighborhood V1 of V , hV (z) = 0 on a
neighborhood V2 of σ( f (T)) \V1, where V1∩V2 =∅, which is possible due to Theorem
3.23, Corollary 3.26, and Lemma 2.16, since Exp(η) is locally η-analytic. Then hV ( f (T))
= E(V ; f (T)). In view of Theorem 3.28 σ(T) = f −1(V) ∪ f −1(σ( f (T)) \ V), where
f −1(V)∩ f −1(σ( f (T)) \V)=∅. Since f is continuous, then f −1(V) and f −1(σ(T) \V)
are clopen in σ(T). Therefore, σ(T)∩ f −1(V) =: Υ is the spectral set of T . Put tΥ(z) :=
hV ( f (z)), then E(Υ;T) = tΥ(T), since tΥ ∈�(T) due to Corollary 3.26. From Theorem
3.29 it follows that E(V ; f (T))= E(Υ;T)= E( f −1(V);T). �
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Remark 3.35. In the non-Archimedean case the Gelfand-Naimark theorem [4, Theorem
IX.3.7] and [3] is not true (see [28, Chapter 6]). Therefore, the existence of the projec-
tion operator E(V ;T) for each spectral set V does not imply a spectral projection-valued
measure decomposition of T (see also [12]). Here we consider a particular class of op-
erators satisfying conditions of Section 3.7 for which the operator E(V ;T) is defined for
each spectral set V , V ⊂ σ(T). Put YV := E(V ;T)Y . In view of Theorem 3.27(ii) and
Section 3.8 TYV ⊂ YV , where YV is the L-linear subspace in Y , since E(V ;T) is L-linear,
denote TV := T|YV .

Theorem 3.36. Let V be a spectral set of σ(T) �= ∅ (see Section 3.7). Then σ(TV )= V . If
f ∈�(T), then f ∈�(TV ) and f (TV ) = f (T)V . A point z0 ∈ V ∩Ω is the pole of T of
order j if and only if z0 ∈Ω is the pole of TV of order j.

Proof. Take a marked point z ∈V and suppose z /∈ σ(TV ). In view of Corollary 3.26 there
exists a function g ∈ �(T) such that g|V1 = 0 on a neighborhood V1 of V and g(ζ) =
(z0− ζ)−1 for each ζ ∈V2, where V2 is open in L, V1∩V2 =∅, V2 ⊃ σ(T) \V . In view of
Theorem 3.27(ii) g(T)(zI −T) = (zI −T)g(T) = I −E(V ;T). Then V ⊂ σ(TV ) as in [3,
Theorem VII.3.20] and [4].

Conversely, let z /∈ V . Consider h ∈�(T) (see Section 3.7) such that h(ζ)|V1 = (z−
ζ)−1 and h|V2 = 0, where V1 is chosen such that z /∈ V1, V1 is a neighborhood of V , V2 is
as above. Then by Theorem 3.27(ii) h(T)(zI −T) = (zI −T)h(T) = E(V ;T). Therefore,
h(T)V (zIV − TV ) = (zIV − TV )h(TV ) = IV , since z /∈ σ(TV ), consequently, σ(TV ) ⊂ V
andR(z;TV )= R(z;T)V . Take f ∈�(T) and a neighborhoodW of σ(T) as in Section 3.7.
Then

f (T)V = C(α)−1
∂ΩP

n
[
f (z)R(z;T)dz

]
V

= C(α)−1
∂ΩP

n
[
f (z)R

(
z;TV

)
dz
]= f

(
TV

)
,

E(z;T)E(V ;T)= E(z;T) for each z ∈V ,

(3.45)

hence (zI − T)kE(z;T) = (zIV − TV )kE(z;T) for each k ∈ N. In view of Theorem 3.33
z0 ∈Ω∩V is a pole of T of order j if and only if it is a pole of TV of order j. �

Corollary 3.37. The mapping E �→ E(V ;T) is the isomorphism of the algebra Υ of all
clopen spectral subsets V of σ(T) satisfying conditions of Section 3.7 on the Boolean algebra
{E(V ;T) :V ∈ Υ}.
Proof. In view of Theorem 3.27 the mapping V �→ E(V ;T) is the homomorphism. If
E(V ;T) = 0, then YV = 0 and σ(TV ) =∅, hence V = σ(TV ) =∅ by Theorem 3.36. If
V1,V2 ∈ Υ, then evidently WV1 ∪WV2 and WV1 ∩WV2 (for V1∩V2 �= ∅) satisfy condi-
tions of Section 3.7 as W . Consider σ(T) \V for V ∈ Υ, then WV ∩ (σ(T) \V)=∅ (see
Corollary 3.24), hence W \WV satisfies conditions of Section 3.7 as W , since either each
two balls in L are disjoint or one of them is contained in another. Therefore, Υ is the
Boolean algebra and hence {E(V ;T) :V ∈ Υ} is the Boolean algebra. �

Note 3.38. In Sections 3.7–3.37 the generalization can be taken instead ofΩ for a manifold
M which is SC(q+1,n−1)-diffeomorphic with Ω.
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