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Let (u,) be a sequence of real numbers and let L be an additive limitable method with
some property. We prove that if the classical control modulo of the oscillatory behavior
of (u,) belonging to some class of sequences is a Tauberian condition for L, then con-
vergence or subsequential convergence of (u,) out of L is recovered depending on the
conditions on the general control modulo of the oscillatory behavior of different order.

1. Introduction

In this paper, O(1) or o(1) means O(1) as n — % or o(1) as n — . A classical theorem of
Tauber [12] asserts that an Abel’s limitable sequence u = (u,) is convergent if

w,&o)(u) = nAu, = o(1). (1.1)

To describe this, we say that (1.1) is a “Tauberian condition” for the Abel limitable meth-
od. Tauber [12] further proved that the weaker condition

o (0® (u :%ZkAuk—o (12)

is also a Tauberian condition for the Abel limitable method. In [5], Meyer-Konig and
Tietz gave the result that Tauber’s passage from (1.1) to (1.2) is possible for a very general
class of summability methods.

TaEOREM 1.1 (Meyer-Konig and Tietz). If (1.1) is a Tauberian condition for the regular
and additive method L, then (1.2) is also a Tauberian condition for L.

Both (1.1) and (1.2) are special cases of a concept introduced by Landau [3]. The
definitions of slow oscillation given by Landau [3] and later by Schmidt [7] are rather
cumbersome to use in the proofs. For this reason, we use a more suitable definition of
slow oscillation given in [8]. Stanojevi¢ [10] proved that conditions (1.1) and (1.2) in
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Tauber’s theorem [12] can be replaced by the more general conditions that

(0P(u)) €8, (1.3)
(e (0 O(u))) €8, (1.4)

where S denotes the class of all slowly oscillating sequences introduced in [8]. Stanojevic’s
passage from (1.3) to (1.4) is also possible for an additive method L, which need not to
be regular, and satisfies some property.

The main objective of this paper is to obtain convergence or subsequential convergence
of (u,) by an additive method L with some property depending on the conditions on
the general control modulo of the oscillatory behavior of different order if the classical
control modulo of the oscillatory behavior of (u,) belonging to some class of sequences
is a Tauberian condition for L.

2. Notations and definitions

Throughout this paper, u = (u,) is a sequence of real numbers and A, denotes the inte-
ger part of An. Denote by @\ (1) = nAu, the classical control modulo of the oscillatory
behavior of (u,). For each integer m > 1 and for all positive integers n, define recursively
wff")(u) = wﬁmil)(u) - a,(,l)(w(m’”(u)) general control modulo of the oscillatory behavior
of order m. For a sequence u = (u,) and for some integer m > 0, denote

n n m 1) (A )
Z (m-1) = Z form=>1,
o) =n+t1 5 P (2.1)
Uy, form=0,
where
1 n (m-1)
) D=0 Vi (Au) form=1,
Vi (Au) = "
Z kAuy form =0, (2.2)
A, = Uy —Uy—p forn>1
Uo forn=0
and 6™ (1) — 05" (u) = V™ (Auw).
The Kronecker identity
— oM (u) = V9(Au) (2.3)

is well known and will be used extensively. A sequence (u,) is Abel limitable to s if
lim,_;- (1 —x) >, ounx" = s and Cesaro limitable to s if lim, o (u) =s. If (u,) is L
limitable to s, we write L — lim,, u,, = s. A limitation method L is called additive if L —
lim,u, = s and L —lim, v, = t imply that L — lim,(u, +v,) = s+ . A sequence (u,) is
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slowly oscillating [8] if lim) .+ lim, maxy+1<k<y, | Z?znﬂ Auj| = 0. Note that every null
sequence is slowly oscillating.

Since af,l)(u) =uy+ ZZZI(V,EO) (Au)/k), from identity (2.3), we write (u,) as

= VO (Au) + Z A”) 0 (2.4)

It is shown in [11] that if (u,) is slowly oscillating, then (Vr(l())(Au)) is bounded. There-
fore, the slow oscillation of (u,) may be redefined in terms of its generating sequence
( ,SO)(Au)). By (2.4), it is clear that a sequence (u,) is slowly oscillating if and only if
(V,(,O) (Au)) is bounded and slowly oscillating [2].

A sequence (u,) converges subsequentially [1, 9] if there exists a finite interval I(u)
such that all of the accumulation points of (u,) are in I(#) and every point of I(u) is an
accumulation point of I(u). Notice that there are slowly oscillating sequences that do not
converge subsequentially. For instance, the sequence (logn) is clearly slowly oscillating,
but not subsequentially convergent.

3. Lemmas

We need the following lemmas to prove the theorems in the next section.

LemMa 3.1 [9]. Let (u,) be Cesaro limitable to s. If (uy) is slowly oscillating, then (u,)
converges to s.

Proof. For A > 1, we have

An+1
uy =0 w) = 7 (01 () = oV (W) — (3.1)
n—n
k n+l j=n+l
From this identity, we have
k
lim|u, — (Y (u)| < Llim (0(1)(14) 1)(u)) +lim max > Auil. (32)
n " A—1"n Tl nonisksh |58 !

Noticing that the first term on the right-hand side of (3.2) vanishes, we get lim,|u, —

(1)(u)| < 11m,,max,1+1<k<)L IZ] n+1Auj|. Finally letting A — 1%, we obtain lim,|u, —

ov"(u)| < 0. This completes the proof. O

LemMma 3.2 [1]. Let (uy) be a bounded sequence. If Au, = o(1), then every point of [lim, u,,
lim,u,] is an accumulation point of (u,).

Proof. Let lim,u, = I, and lim,u, = K. If | = K, there is nothing to prove. Assume that
(I,K) is not a singleton, and that x € (/,K) is not an accumulation point of (u,). Then,
there exist distinct numbers b and ¢ such that [ < b < x < ¢ < K and there exists a pos-
itive integer #; such that for all n = n;, in [b,¢] there is no point of (u,). From the
assumption Au, = o(1), it follows that there is a positive integer n, such that for all
n=ny, |y, — uy—1| < c—0b. Since [ and K are two distinct accumulation points, there is
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a positive integer m > max(n;,n,) such that, u,, < b. Hence for some n > m, u, < b be-
cause there is no point of (u,) in [b,c]. Then, vyt < uy + [ty — Ul <b+c—b=rc.
Thus, ty41 < cbut w4 € [b,c]. So ty41 < b. By finite induction on #, for all n > m, u,, < b.
Hence, lim,u, = K < b < ¢ < K, which is a contradiction. Consequently, every point of
(lim, 4, lim,u,] is an accumulation point of (uy,). O

4. Tauberian conditions for convergence

Throughout this paper, L will denote an additive limitation method with the following
property: L — lim, u,, = s implies that L — lim,, o3V (u) =s.

Tueorem 4.1. If (w w0 (u)) € S is a Tauberian condition for L, then (0 (0@ () € S is
also a Tauberian condltzon for L.

Proof. Assume that (wﬁ,o)(u)) es is a Tauberian condition for L. Let the L — lim, u, = s.
For all nonnegative integers n, ol (a) (u)) = nAar(ll)(u) Since L — lim,u, = s implies
that L — lim,, ! (u) = s and since (07(, )( )(1))) € S, we conclude that hm,, (u)

s. Using identity (2.3), it then follows that (u,) € S. Hence from Lemma 3.1, lim, u, =

s. O

THEOREM 4.2. If(wff))(u)) € S is a Tauberian condition for L, then (wff)(u)) e Sisalsoa
Tauberian condition for L.

Proof. Assume that (wff’)( )) e Sisa Tauberian condition for L. Let L — lim, u,, = s. For

all nonnegative 1ntegers n, o (u) =nAV,? (Au) By identity (2.3) and the additivity of
L, we have L — lim,, vio (Au) = 0. Together with (w m(u)) E S, we obtain that vio (Au)

o(1). Since (nAa,(,I)(u)) = (V,(,O)(Au)) € Sand L - lim, s (u) = s, it follows that (u,) is
Cesaro limitable to L — lim, u, = s. By identity (2.3), we have lim, u, = s. O

Notice that in Theorem 4.2, the condition ( ( )) € S can be replaced by ((Un () €
S for any integer k > 1. Since every null sequence is slowly oscillating, in the above theo-
rems the condition “belonging to S” can be replaced by the condition “belonging to the
class of all null sequences.” Hence, in particular, as an example of Theorem 4.1, we have
the Meyer-Konig and Tietz theorem.

THEOREM 4.3. If(wi,o)(u)) € S is a Tauberian condition for L, then a)ﬁll)(u) =0(1)isalsoa
Tauberian condition for L.

Proof Assume that (w (0)( )) € Sis a Tauberian condition for L. Let L — lim,, u,, = s. Since
nAVy" (Au) = O(1), we have (Vi (Au) — ViV (Aw)) = (nAV" (Au)) € 8.

Since L — lim,, V,ﬁl)(Au) = 0, it follows that Vy(,l)(Au) = 0(1). By Lemma 3.1, we ob-
tain V,SO)(Au) = 0(1). From the identity nAar(,])(u) = Vr(,o)(Au), and L — lim,, 0,(,1)(1,1) =5, it
follows that lim,, o3V (u) = s. Hence from (2.3), we have lim, u,, = s. O

The following theorems are proved in a similar manner.

THEOREM 4.4. Ifw,go)(u) = O(1) is a Tauberian condition for L, then w,(ql)(u) = 0(1) is also
a Tauberian condition for L.



Ibrahim Canak et al. 2495

THEOREM 4.5. The following statements are equivalent.
) wflo)(u) = O(1) is a Tauberian condition for L.
(ii) (wg,o)(u)) € S is a Tauberian condition for L.

5. Tauberian conditions for subsequential convergence

Littlewood [4] proved that
W (u) = 0(1) (5.1)
is a Tauberian condition for Abel limitable method. However, Rényi [6] noticed that
oy (@ () = O(1) (5.2)

is not a Tauberian condition for Abel limitable method. We only recover convergence
of the (C,1)-mean of the sequence (u,) out of the Abel limitability of (u,) and (5.2).
Tauber’s passage from (5.1) to (5.2) is also not possible for an additive limitation method
L. Nevertheless, we can retrieve some information about the subsequential behavior of
the sequence (u,) by assuming an additional mild condition on (u,) with condition (5.2).
In the next theorem, we show that ay(ll)(w(o)(u)) = O(1) together with an additional con-
dition on (u,) yields subsequential convergence of (u,) out of L-limitability of (u,) if

w,&o)(u) = O(1) is a Tauberian condition for L.

THEOREM 5.1. If wﬁo)(u) = O(1) is a Tauberian condition for L, then the conditions
aél)(w(o)(u)) = 0(1) and (AV,SO)(Au)) € S are Tauberian conditions for subsequential con-
vergence of (uy) for L.

Proof. Assume that w,(qo)(u) = O(1) is a Tauberian condition for L. Let L — lim, u,, = s.
Since nAar(L])(u) =0(1) and L — lim,, a,sl)(u) = s, it follows that lim, ar(,])(u) = s. Since
V,SO)(Au) = O(1), from identity (2.3), (u,) is bounded. From a,gw(u) = ZZZI(V,EO)(Au)/k),
it follows that V,EO)(Au)/n = 0(1). Since (AVV(IO)(Au)) € S, again by Lemma 3.1,
AV,(,O)(Au) = o(1). By the identity Au, — (V,SO)(Au)/n) = AV,(,O)(Au), we obtain Au, =
0(1). Therefore by Lemma 3.2, (u,) converges subsequentially. O

We end this section with the following result.

THEOREM 5.2. If (wEP)(u)) € S is a Tauberian condition for L, then the conditions
af,l)(w(o)(u)) =0(1) and (AV,(,O)(Au)) € S are Tauberian conditions for the subsequential
convergence of (uy) for L.

Proof. Assume that (wﬁo)(u)) € Sis a Tauberian condition for L. Let L — lim,, u,, = s. The
boundedness of (3" (w® (1)) implies that (V" (Au)) € S. Since nAcy? (1) = ViV (Au)
and L — lim,, oéz)(u) = s, by hypotheses, we get lim,, aﬁz)(u) = s. Since V,(,O)(Au) =0(1),
(a,(,l) (u)) € S. By Lemma 3.1, lim, a,gl)(u) = s. By identity (2.3), (u,) is bounded. The rest
of the proof is as the proof in Theorem 5.1. O
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