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Let B be a continuous additive functional for a standard process (X;)er, and let (Y3),.,
be a stationary Kuznetsov process with the same semigroup of transition. In this paper,
we give the excursion laws of (X;);er, conditioned on the strict past and future without
duality hypothesis. We study excursions of a general regenerative system and of a regen-
erative system consisting of the closure of the set of times the regular points of B are
visited. In both cases, those conditioned excursion laws depend only on two points X,-
and Xy, where ]g,d[ is an excursion interval of the regenerative set M. We use the (Fp, )-
predictable exit system to bring together the isolated points of M and its perfect part and
replace the classical optional exit system. This has been a subject in literature before (e.g.,
Kaspi (1988)) under the classical duality hypothesis. We define an “additive functional”
for (Yy),.. with B, we generalize the laws cited before to (Y;),.,, and we express laws of
pairs of excursions.
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1. Introduction

Let X be a standard process, and let M be a closed random and homogeneous subset
of R,. Kaspi [8] constructs an additive functional B associated to M and gives, under
the classical duality hypothesis, the probability measures allowing the law of excursions
to be associated to B with respect to the o-algebra K = 0(Z; : t € R,), known to start
at x and end at y (Z; = X5, where S; = inf{u: B, > t}). The purpose of this paper is to
give, without duality, the conditional law P*” of the excursion straddling an arbitrary
random time, given the initial state x and the final state y, as regular probabilities in
terms of the (Fp,)-predictable exit measures for M and also for a regenerative system
consisting of the closure of the set of times the regular points of an arbitrary continuous
additive functional are visited. We also give the conditional laws of pairs of excursions
for a Markov process with random birth and death (Y;),., having the same semigroup as
X. In this respect, we define an “additive functional” for (Y;),_, and we extend this result
concerning the probability measures P*” to (Y;),_,.

In Section 2, we introduce our notations, preliminaries, and Maisonneuve’s result [12]
on the strict past conditioning with respect to the filtration (Fp,). In Section 3, we
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construct the probability measures P*”, which allows the law of the excursion to strad-
dle an arbitrary random time, given the initial state x and the final state y. Section 4
deals with excursions associated to a continuous additive functional B. The measures P
which govern these excursion are the same as defined in Section 3 corresponding to the
regenerative set M where contiguous intervals are of the form ]S;-,S;[, t is a time of dis-
continuity of S. Laws of excursions and of pairs of excursions for (Y;),, are discussed in
Section 5.

teR

2. Notations and preliminaries

Let (Q, F, F;, X, 6, P¥) be a canonical realization for a Borel standard semigroup (P;) with
lifetime {, and let M be a closed random and homogeneous subset of ]0,{[ such that
R = inf M is F*-measurable, where F* is the universal completion of the o-algebra F* =
0(X; :t € Ry). We assume that the state space E is Lusinian, and we denote by € its o-
algebra of Borel sets. The cimetry point § is outside of E. We denote by G° the set of the
left endpoints of the contiguous intervals of M.

Let (°P¥),ckus be the family of (FP)-predictable exit measures for the process (XP) =
(Xp,) in the sense of Maisonneuve [11], and let 4 be a fixed law on E. Then (°P*)xegus is
a universally measurable family of g-finite measures on (Q, F*), under which the process
(X;) is Markov with respect to (P;).

For all t € R4, let k¢ be the killing operator at t defined by ki(w)(s) = w(s) if s< ¢
and § if s> t. If t € Ry, w,w’” € Q, we denote by w/t/w’ the trajectory @ € Q such that
w(s) = w(s) (orks(w))ifs<tand w'(s—1t)if s > t.

Let T be a random time on (Q,F) such that T < D7y on {T <{} (D; =inf{s>t:s€
M} for t € Ry with the convention inf @ = +c0), and let g = sup{s < T:s € M} and
d =inf{s> T :s € M}. Then with the following notations:

A% w") =T(w) - g(w/g(w)/w"), C®={0<A“ <R},
v(BNA) (9 ™ :0) (2.1)

v(BI1A) == 0

if v is a measure on (Q, F*), we have the basic Maisonneuve formula [12].
For almost all w € {g < o} we have (if § is nonabsorbent)

P(f(6,) | F2)(w) = "5 “(f | C*) (2.2)
for every F*-measurable function f > 0, where P is the probability measure defined by
P(f) = [ P*(f)u(dx). If we assume that § is absorbent, then this formula is true on {g <
(} instead of {g < co}.

Note that if T is an (FP) = (Fp,)-stopping time, we can replace C® by the condition
A® <R,and if T € G° on {X1 € E}, the set C¥ can be replaced by the condition A = 0.

3. The excursion straddling T

For the conditional law of the excursion e = kg o 0, straddling T, with respect to FgQ
and 04, we assume that & is absorbent. In this respect, we consider, for (x,y) € E X E,
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the measures H*, Hf and P*? on (Q,F*) “defined by”

Hx:on(kRe_ |XR=X), HfZOPx(';XR?éX),

3.1
P =Hi(kpe | Xgr=y) ifx#y. (3.1)

Since (Q,F) is a U-space, and according to a classical lemma of Doob, the measures
P*7 can be chosen measurable for the pair (x, y).

ProrosITION 3.1. Let x € E, A € F* such that 0 < °P*(A) < +oo, and let the probability
measure y* be defined on (Q0,F*) by y* = °P*(- | A). Then for almost all w € (),

u(f okr | Or)(w) = M50 (f | (-/8/0r(w)) € A), (3.2)

where

MS(f) = P (f ) xtyr + H ()= (3.3)
Proof. Note that formula (3.2) means

W (f okr | Or)(w) = P*X*@ (f | B®) fora-aw € {Xg # x},
W (f okg | 6r)(w) = H*(f | B®) fora-aw € {Xg = x}, (3.4)
where B® = {(-/{/0r(w)) € A},

which follows from the Markov property at time R with an argument of monotone classes,
the definitions of P*¥ and H*, and the fact that w = (kgp(w)/{ o kz(w)/Or(w)) for all
we Q. ]

The following theorem gives the conditional law of the excursion e with respect to ng
and 6;.

TuEOREM 3.2. For all w € {g < oo}, let the subset of Q be defined by U = {w" € O :
(0'/{(w")/0;(w)) € C®}. Then
(1) for almost all w € {X4 #ng; g<(;d—g< o},

P(f(e) | F2,04) (@) = P %@ (£ | yg), (3.5)
(2) for almost all v € {Xy = ng, g<(},
P(f(e) | E2,04)(w) = H “(f | UY). (3.6)

It follows that if T is an (Fp,)-stopping time such that T € G° on {X1 € E}, then formulas
(3.5) and (3.6) hold without conditioning by U7 in the right sides.
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Proof. Let Z be a positive FgD_ -measurable random variable carried by {g < {; d — g < 0},
and let ¢ be a positive FO-measurable function. We have to prove that

P(f(@Z9(0a)ix,ex21) = Lxﬁxq}P(dw)Z(w)cp(ed)(w)PXg”*(w)’Xd(‘“) (f1Ug). B9

By formula (2.2) and the definition of y* with x = Xg(a)) and A = C%, the left
side of formula (3.7) is equal to

jP(dw)Z(w)yX(fokRgo(eR)I{xR%x}) (3.8)

which by formula (3.2) is equal to
[Paoz@) | pda)p60 @I (1 (@) €4), (39)

and using formula (2.2) again, we obtain the right side of (3.7). Formula (3.6) is argued
in the same manner using formula (3.4). [l

Remark 3.3. Maisonneuve [12] gives several examples where the set C* is independent of
w. In these cases Theorem 3.2 implies that the excursion e is conditionally independent
of FgQ and 6, given XgQ (resp., XgQ and X;) on {ng =X4; g < (} (resp., {Xg # X4 8<
{;d—g<oo}).

Remark 3.4. Theorem 3.2 contains results of Kaspi [8, Section 5] under duality hypoth-
esis. In fact if M is perfect, then XgQ = X,- and ng = F,-. If T is the beginning of the
set {t € Ry : (X;-,X;) € ]}, where ] € € ® €, then with the assumption that °P*(X,- #
x) = 0, the conditions 0 < g(w) < T(w) and 6,(w) € C* are equivalent to the condition
0 (w) € {(Xo-,Xo) €J; 0 < T <R}, and formula (2.2) becomes

P(f(6,) | Fg-) =°PX (f| (Xo-,X0) €J;0<T<R) on{0<g<T<(}  (3.10)

According to the same argument used in Theorem 3.2 and the fact that T = T o kg on
{T < R} and R = { o kg, formula (3.5) becomes

P(f(e) | Fg-,64) = PX X (f | (Xo,X0) €J;0<T<() on{Xy #Xg0<g<T<{}
(3.11)

and formula (3.6) becomes

P(f(e) | Fy-,6a)
=H% (f| (Xo-,Xo0) €J; 0<T<{)on{X,- =Xs50<g<T<{;d—g<oo}.
(3.12)
4. Excursions associated to an additive functional

Let (B;) be a continuous additive functional and let C = {x: P*(R = 0) = 1} be its fine
support, where R is the perfect exact terminal time inf{u : B, > 0}. We associate to the



Hacene Boutabia 2035

right inverse Sy = {u: B, > t} of (B;) the notations Z; = X,, Jl; = Fs,, and 6, = Os,. It is
well known that the process Z = (O, F My, Z4,0,,P%) s strong Markov with semigroup
(P;) £ (Ps,) and takes values on (C,C N €*) (cf. Jacobs [7]).

In this section, we assume that § is nonabsorbent and we consider the random ho-
mogeneous set M = {t+Ro 0, :t € R;} and its family of (Fp, )-predictable exit measures
(OP¥)xepuisy- If Si- # Si, then D, = S;. The excursion associated to f is then defined by

Xs, 45 ifs<8 =8,
e x 4.1
e R®Ys, {5 ifs>8 —S-. Y

We denote by (K;)icr, the filtration, where K; is the intersection of the P7-
completions of the o-algebra K where 7 is in the set of all the bounded measures on
E; (K?) is the natural filtration of the process (Z;).

For the following lemma we put Ky- = Fy by convention.

LemMma 4.1. Let T be a (Ky)-stopping time such that Sp- < St a.s. Then
Fs,-)y- = Kr-. (4.2)

Proof. According to the fact that Sr- is not an isolate point of M, we have Fs, )- =
F(Dsrf),. Since K = (I(ng u<t)C F(%F), then every (K;)-predictable process is F(%—)'
predictable, which implies that Kr- C Fs,)-. For the inclusion Fs, - C Kr-, since Fy C
Kr- it suffices to prove that A=Bn {t < St} € Kr- forall B € F,.

Note that Sg- = sup,_{S; : ¥ € Q4 }, which implies that

{t<Srt= U tr<Tinf{t<s}, A= ] Bn{t<S}In{r<T}), (43)
reQ, reQy

where Q. is the set of positive rationals. For all u < t we have X,, = Zg , then F; C K3,
which implies that

Bn{t<S,}=Bn{B,<r} €K, (4.4)

and A € Kr-. The proof is complete. O

The following theorem which gives the conditional law of the excursion er associated
to a (K;)-stopping time T, with respect to the o-algebra K generated by K; (¢t = 0), was
proved by Kaspi [8] under the duality hypothesis.

TaEOREM 4.2. Let T be a finite (K;)-stopping time. Then
(1) St is an (Fp,)-stopping time,
(2) it is assumed that St- # St and Zp- # Zr a.s., then the following formula:

P(f(er) | K) =P*%1(f) (4.5)

holds for every positive and F*-measurable function f.

Proof. (1) If t € R, then {u<S,} =1{D, < S} ={Bp, <t} € F? and S;- is an (Fp,)-
stopping time.
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Let (T),),en be the nondecreasing dyadic approximation of T, then

k k+1
{ST,, < u} = kU {S(k/zn) < u} N {? <T< n } (4.6)
eN
: D D
Since {k/2" < T < (k+1)/2"} € K((k+1)/2m)- C FS((M)/an C FS((HI)/ZV')’ then
k k+1
{Stkany <ul n {5 <T< 7} € FP, {Sr, <u} € F2, (4.7)

which implies that {S7- < u} € FP.

(2) For every continuous (K;)-adapted process U > 0, and for every positive F*-
measurable function ¢, we have by formula (3.5) with St~ instead of T and the fact that
Kp- = F@r)* the following:

P(f(er)Urg(0r)) = P(P“(f)Ur¢(07)). (4.8)
Formula (4.5) follows from the fact that K is generated by Kr- and Or. O

5. Excursions of Kuznetsov processes

Let W be the set of applications w : R — E U {§} which satisfies the following properties:
there exists an open interval of R on which w is E-valued right-continuous with left limits
and out of which w equals §. We denote by (Y;),., the coordinate process on W. Let
(9?),.. be the natural filtration of (Y;),, and let ¢° =V _.%?. Then the birth and the
death times of (Y;),., are, respectively,

teR

a=inf{teR:Y; €E} (inf@ = +w),

5.1
B=sup{teR:Y,€E} (sup@ = —o0). 5.1
We define the families of operators on W by
7 : W — Q such that yw(s) = w(s+t) forseR,, teR, (5.2)
5.2

0;: W — W such that o;w(s) = w(s+t) fors,t €R.

Note that X; o 7, = Yy on {Y; € E} and 0y 0 0, = 044, for t,u € R, s € R,.. Let 7 be
an excessive measure with respect to (P;) and let Q be the Kuznetsov measure on W
that corresponds to (#,(P;)) (cf. [9, 10]). We denote by 4; and % the Q-completions of
9Y and 9°, and we assume that the semigroup (P;) satisfies “les hypotheses droites de
Meyer.” It follows by [13] that the process Y = (W,94,%;, (Y¢),..» T, 3, Q) 1s stationary
(i.e., 0:(Q) = Q) and strong Markov with semigroup (P;).

For the generalization of Theorem 4.2, we consider the additive functionals B and S
given in the previous section. We also denote by B the random measure on W, carried by
Ja, B[ such that

Bsot; =Blt,t+s] on{Y,€E}, Vs>0, t€R. (5.3)
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We assume that the characteristic measure vg = Q fol Iiy,c.}B(dt) of B is purely exces-
sive for the semigroup (P;) (i.e., [ P; f(x)vp(dx) — Oast — oo if ug(f) < o). It was shown
in [9] that Q a.e. B]a,t] < oo forall t > a.

Let (V¢)¢cr be the nondecreasing process defined on W by

Vi=a+Bla,t] on{a<t}, Vi=a on {t=<a}, (5.4)
and let (U;);er be the right-continuous inverse of (V;);cg, that is,
U =inf{u>a:V, >t} (5.5)

We also denote by M the closed random subset of ], B[ defined by M = Urcp{t +Ro
7} which verifies the following property of homogeneity (cf. [4]):

(M-1t)n]0,c0[=Mot; on{Y,€E} (5.6)

Remark 5.1. (1) If a = —o0, {u>a:V, >t} =, and U; = +oo, then a > —o0 on {a <
Us < B3.
2)U;=aon {t <a}.

Fort € R, let ®; = Yy,,%; = Gy, T = 10, HY = o(Dy :u < t), and HO = Vg H2. We
denote by ¥; (resp., #) the Q-completion of . (resp., #°). Note that for all the follow-
ing formulas, the o-finiteness of Q is guaranteed by the argument used in [1]. It is not
hard to show that (®;) has the same properties as (Z;) and that the following result holds.

ProrosiTioN 5.2. (1) The process (U,) is right-continuous, has left limits, and satisfies Uy =
Ug forallt =B Q a.e.
(2) (Uy) is (@t)—adapted.
(3) Forallt € R and s >0,
(@) U=a+Siq01q0n {—0 <<t}
(b) Vies = Vi+Bsotron{Y; € E} and Upys = Up + S 0 7 on {a < U; < B}
(4) On {U; # Ui-},1Us-, Uy is a contiguous interval of M.

If U; # U;-, let E; be the excursion associated to B and defined by

Y, wsw)  if0<s< Ui(w) — Up- (w),
Ei(w)(s) = {5 ifs> U(w) - Uy (w). (5.7)

According to the previous proposition, the process (Vy);cr has got the same role as B
for the process (Y;);er. We say that (Vi):er is an “additive functional” for (Y;);er. We
have the extension of Theorem 4.2 on W.

THEOREM 5.3. (1) The process © = (W,d),,cg,@t,?t,Q) is strong Markov in the sense that
for all (%;)-stopping time T and s > 0,

Q(f (1) 1Gr) =Ps(f,P1) on {a< Ur<p} (5.8)

for every positive and F-measurable function f.
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(2) Assume that T, is a finite (3,)-stopping time such that Ur, # Ur- and O, # O Q
a.e. Then

Q(F(Er,) | %) = P (F)  on {a< Uy, <p} (5.9)
for all F*-measurable F = 0.

Proof. If T =t is constant, formula (5.8) follows from the Markov property of the process
(Y),., at time U; and the fact that @, = Z; o T; and Ty = 050 T, on {a < U; < B}. This
formula is also true for T, instead of T, where (T,) is the decreasing dyadic approxima-
tion of T, which extends for a general T by the right continuity of the processes (),
(Up), and (7y).

Formula (5.9) is argued in the same manner as (4.5) by using [1, formula (30)]. O

We consider now the time-reversed process (?t)te[R =(Yep-) It is an E-valued

teR*
right-continuous process with left limits on ]a&,[=] — ,—a[, and which is equal to §
outside of ]&, [. Asin [1, 13], we assume that (f/t) is also Markov with respect to another
standard semigroup (P;) satisfying “les hypotheses droites de Meyer,” which implies the

strong Markov property and the existence of exit systems. The measure
A(B)=Q(Y, €B; a<t<p) (5.10)

is (ﬁt)—excessive and the stationarity of (171) is guaranteed. Let ?,,@,, 1§, §, XA/,, ﬁt, and E be
the analog of 74, 9, B, S, V}, Uy, and E; corresponding to (Y;). As previously we assume
that Q a.e. B]@,t] < oo for all ¢ > a. For the process (¥;) = (Yp,) and the random subset

M= |J {t+Ro7} (5.11)

a<t<p

of ]a, ﬁ [, we have the analog of Theorem 5.3. In particular if we design by 9 and K, the
Q-completions of ¢(¥,, : u € R) and o (¥, : u < t),, respectively, and by P*Y the measure
defined as P*” in terms of the exit measures °P* of M for the canonical realization of (13t),
we have the following formula:

~

Q(F(Er,) | %) = P*= ¥ (F) on {a<Ur, <P} (5.12)

for all finite (??(ft)—stopping time T, such that OTZ + (A]Tg and ¥7; # ¥r1; Qa.e, and for
every positive F*-measurable function F.

For the following theorem which gives the conditional law of pairs of excursions, we
consider the family of probability measures

Qrat = poy ® Pot. (5.13)

THEOREM 5.4. Let T (resp., T2) be as in (5.9) (resp., (5.12)). Assume that the following
hypotheses are satisfied:

(1) o(Ur;) N A C G,

(2) o(Ur, )nACH,,
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where A = {a < f(A]TZf < Uy; < f}. Then the following formula:
Q(H (Er,,Er,) | % %) = Q¥ " (H)  on A (5.14)

holds for every positive and F* ® F*-measurable function H.

Since (gf)U - =%, and @?ﬁ o= §€TZ—, the hypothesis (1) (resp., (2)) means that the
T ! 5

=)
trace on A of the o-algebra generated by Uy, (resp., ﬁTg) is contained in the strict past
of LA]T; (resp., U, ) with respect to the filtration (GP) (resp., (4P)).

Proof. We have to prove that
Q(F(Er,)F(Er,)Z1x) = QPP (F)P* Y™ (F)Z1, ) (5.15)

for all positive and F*-measurable functions F, F, and for every positive # N ¥-
measurable random variable Z. Since Tﬁr; = GUT; 40y © Ty, on A, and since T_ Uy 1

%, )--measurable and Gy =%, ,theno(Ty )NACH, _ (4P =%p DY, where
1 T 1 TS 1

D; =inf{s>t:s€ M} on W, for t € R). By usinzg the same argument, we prove that
o(¥r;,Wr,) NACH, ,o(U, )N ACHr;,and o(Dr,®r,) 0 A C Hry.

The Markov property at time T} and formula (5.9) implied that for every positive %Tl_ -
measurable random variable Z;, and for every positive and F°-measurable function ¢,

Q(F(Er,)F(Er,) Z19(T1,)In) = Q(P*1 211 (F)F(Er,) Zi9(Tr, ) IA); (5.16)

and according to the fact that ¥ is generated by %Tl, and Tr,, we have

Q(F(Er,)F(Er,)Z1n) = Q(P®®1 (F)F(Er,) Z1y). (5.17)
Formula (5.15) follows by using formulas (5.12) and (5.17). O
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