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ON DEPENDENT ELEMENTS IN RINGS
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Let R be an associative ring. An element a ∈ R is said to be dependent on a mapping F :
R→ R in case F(x)a= ax holds for all x ∈ R. In this paper, elements dependent on certain
mappings on prime and semiprime rings are investigated. We prove, for example, that in
case we have a semiprime ring R, there are no nonzero elements which are dependent on
the mapping α+β, where α and β are automorphisms of R.

2000 Mathematics Subject Classification: 16E99, 16W10, 13N15, 08A35.

This research has been motivated by the work of Laradji and Thaheem [11]. Through-

out, R will represent an associative ring with center Z(R). As usual the commutator

xy−yx will be denoted by [x,y]. We will use basic commutator identities [xy,z] =
[x,z]y+x[y,z] and [x,yz]= [x,y]z+y[x,z]. Recall that a ring R is prime if aRb =
(0) implies that a = 0 or b = 0, and is semiprime if aRa = (0) implies a = 0. An ad-

ditive mapping x � x∗ on a ring R is called involution in case (xy)∗ = y∗x∗ and

x∗∗ = x hold for all x,y ∈ R. A ring equipped with an involution is called a ring

with involution or ∗-ring. An additive mapping D : R→ R is called a derivation in case

D(xy) = D(x)y+xD(y) holds for all pairs x,y ∈ R. A derivation D is inner in case

there exists a ∈ R such that D(x) = [a,x] holds for all x ∈ R. An additive mapping

T : R → R is called a left centralizer in case T(xy) = T(x)y is fulfilled for all pairs

x,y ∈ R. This concept appears naturally in C∗-algebras. In ring theory it is more com-

mon to work with module homomorphisms. Ring theorists would simply write that

T : RR → RR is a homomorphism of a right R-module R into itself. For any fixed el-

ement a ∈ R, the mapping T(x) = ax, x ∈ R, is a left centralizer. In case R has the

identity element T : R→ R is a left centralizer if and only if T is of the form T(x)= ax,

x ∈ R, where a ∈ R is a fixed element. For a semiprime ring R, a mapping T : R → R
is a left centralizer if and only if T(x) = qx holds for all x ∈ R, where q is an ele-

ment of Martindale right ring of quotientsQr (see [1, Chapter 2]). An additive mapping

T : R → R is said to be a right centralizer in case T(xy) = xT(y) holds for all pairs

x,y ∈ R. In case R has the identity element T : R → R is both left and right central-

izer if and only if T(x) = ax, x ∈ R, where a ∈ Z(R) is a fixed element. In case R is

a semiprime ring with extended centroid C a mapping T : R → R is both left and right

centralizer in case T is of the form T(x) = λx, x ∈ R, where λ ∈ C is a fixed element

(see [1, Theorem 2.3.2]). For results concerning centralizers on prime and semiprime

rings, we refer to [18, 19, 20, 21, 22, 23, 24]. Following [11] an element a∈ R is said to

be an element dependent on a mapping F : R → R if F(x)a = ax holds for all x ∈ R.

A mapping F : R→ R is called a free action in case zero is the only element dependent
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on F . It is easy to see that in semiprime rings there are no nonzero nilpotent dependent

elements (see [11]). This fact will be used throughout the paper without specific refer-

ences. Dependent elements were implicitly used by Kallman [10] to extend the notion

of free action of automorphisms of abelian von Neumann algebras of Murray and von

Neumann [14, 17]. They were later on introduced by Choda et al. [8]. Several other au-

thors have studied dependent elements in operator algebras (see [6, 7]). A brief account

of dependent elements in W∗-algebras has been also appeared in the book of Strătilă

[16]. The purpose of this paper is to investigate dependent elements of some mappings

related to derivations and automorphisms on prime and semiprime rings.

We will need the following two lemmas.

Lemma 1 (see [2, Lemma 4]). Let R be a 2-torsion-free semiprime ring and let a,b ∈ R.

If, for all x ∈ R, the relation axb+bxa= 0 holds, then axb = bxa= 0 is fulfilled for all

x ∈ R.

Lemma 2 (see [12, Theorem 1]). Let R be a prime ring with extended centroid C and

let a,b ∈ R be such that axb = bxa holds for all x ∈ R. If a≠ 0, then there exists λ∈ C
such that b = λa.

Our first result has been motivated by Posner’s first theorem [15] which states that

the compositum of two nonzero derivations on a 2-torsion-free prime ring cannot be a

derivation.

Theorem 3. Let R be a semiprime ring and letD and G be derivations of R into itself.

In this case the mapping x�D2(x)+G(x) is a free action.

Proof. We have the relation

F(x)a= ax, x ∈ R, (1)

where F(x) stands for D2(x)+G(x). A routine calculation shows that the relation

F(xy)= F(x)y+xF(y)+2D(x)D(y) (2)

holds for all pairs x,y ∈ R. Putting xa for x in (1) and using (2) we obtain F(x)a2+
xF(a)a+2D(x)D(a)a= axa, x ∈ R, which reduces because of (1) to

2D(x)D(a)a+xa2 = 0, x ∈ R. (3)

Putting, in the above relation,yx forx and applying (3) we obtain 2D(y)xD(a)a= 0,

x,y ∈ R, whence it follows, putting D(x) for x, that

2D(y)D(x)D(a)a= 0, x,y ∈ R. (4)

Multiplying relation (3) from the left by D(y) and applying the above relation we

obtain D(y)xa2 = 0, x,y ∈ R, which gives, for x =D(a) and y = a,

D(a)2a2 = 0. (5)
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Multiplying relation (3) from the right by a, putting x = a in (3), and applying the

above relation we obtain a4 = 0, which means that also a= 0. The proof of the theorem

is complete.

For our next result, we need the concept of the so-called generalized derivations

introduced by Brešar in [3]. An additive mapping F : R → R, where R is an arbitrary

ring, is called a generalized derivation in case F(xy) = F(x)y +xD(y) holds for all

pairs x,y ∈ R, where D : R→ R is a derivation. It is easy to see that F is a generalized

derivation if and only if F is of the form F =D+T , where D is a derivation and T a left

centralizer. For some results concerning generalized derivations, we refer the reader

to [9].

Theorem 4. Let F : R→ R be a generalized derivation, where R is a semiprime ring,

and let a∈ R be an element dependent on F . In this case a∈ Z(R).
Proof. We have the relation

F(x)a= ax, x ∈ R. (6)

Let x be xy in the above relation. Then we have

(
F(x)y+xD(y))a= axy, x,y ∈ R. (7)

Using the fact that F can be written in the form F =D+T , where T is a left centralizer,

we can replace D(y)a by F(y)a−T(y)a in (7), which gives, because of (6),

F(x)ya+[x,a]y−xT(y)a= 0, x,y ∈ R. (8)

Let y be yF(x) in (8). We have

F(x)yF(x)a+[x,a]yF(x)−xT(y)F(x)a= 0, x,y ∈ R, (9)

which reduces, according to (6), to

F(x)yax+[x,a]yF(x)−xT(y)ax = 0, x,y ∈ R. (10)

Right multiplication of (8) by x gives

F(x)yax+[x,a]yx−xT(y)ax = 0, x,y ∈ R. (11)

Subtracting (11) from (10) we arrive at

[x,a]y
(
F(x)−x)= 0, x,y ∈ R. (12)

Right multiplication of the above relation by a gives, because of (6), [x,a]y[x,a]= 0,

x,y ∈ R, whence it follows that [x,a]= 0, x ∈ R. The proof of the theorem is complete.

Corollary 5. Let R be a semiprime ring and let a,b ∈ R be fixed elements. Suppose

that c ∈ R is an element dependent on the mapping x� ax+xb. In this case c ∈ Z(R).
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Proof. A special case of Theorem 4, since it is easy to see that the mapping x �
ax+xb is a generalized derivation.

In the theory of operator algebras the mappings x � ax + xb, which we met in

the above corollary, are considered as an important class of the so-called elementary

operators (i.e., mappings of the form x�
∑n
i=1aixbi). We refer the reader to [13] for a

good account of this theory.

Theorem 6. Let R be a noncommutative prime ring with extended centroid C and let

a,b ∈ R be fixed elements. Suppose that c ∈ R is an element dependent on the mapping

x� axb. In this case the following statements hold:

(1) bc ∈ Z(R);
(2) abc = c;

(3) c = λa for some λ∈ C .

Proof. We will assume that a≠ 0 and b ≠ 0 since there is nothing to prove in case

a= 0 or b = 0. We have

(axb)c = cx, x ∈ R. (13)

Let x be xy in (13). Then

(axyb)c = cxy, x,y ∈ R. (14)

According to (13) one can replace cx by (axb)c in the above relation. Then we have

ax[bc,y]= 0, x,y ∈ R, (15)

which gives bc ∈ Z(R), which makes it possible to rewrite relation (13) in the form

(abc−c)x = 0, x ∈ R, (16)

whence it follows that

abc = c. (17)

Putting xa for x in relation (13) we obtain, because of (17),

axc = cxa, x ∈ R, (18)

whence it follows, according to Lemma 2, that c = λa for some λ∈ C . The proof of the

theorem is complete.

Corollary 7. Let R be a noncommutative prime ring with the identity element and

extended centroid C and let α(x) = axa−1, x ∈ R, be an inner automorphism of R. An

element b ∈ R is an element dependent on α if and only if b = λa for some λ∈ C .

Proof. According to Theorem 6 any element dependent on α is of the form λa for

some λ ∈ C . It is trivial to see that any element of the form λa, where λ ∈ C , is an

element dependent on α.
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We proceed to our next result.

Theorem 8. Let R be a noncommutative 2-torsion-free prime ring and let a,b ∈ R
be fixed elements. Suppose that c ∈ R is an element dependent on the mapping x �
axb+bxa. In this case the following statements hold:

(1) ac ∈ Z(R) and bc ∈ Z(R);
(2) (ab+ba)c = c;

(3) c2 ∈ Z(R).
Proof. Similarly, as in the proof of Theorem 6, we will assume that a≠ 0 and b ≠ 0.

We have the relation

(axb+bxa)c = cx, x ∈ R. (19)

Let x be xy in the above relation. Then we have

(axyb+bxya)c = cxy, x,y ∈ R. (20)

Right multiplication of relation (19) by y gives

(axb+bxa)cy = cxy, x,y ∈ R. (21)

Subtracting (21) from (20) we arrive at

ax[y,bc]+bx[y,ac]= 0, x,y ∈ R. (22)

Putting cx for x in the above relation we arrive at

acx[y,bc]+bcx[y,ac]= 0, x,y ∈ R. (23)

Now, multiplying the above relation first from the left by y , then putting yx for x
in (23), and finally subtracting the relations so obtained from one another, we arrive at

[y,ac]x[y,bc]+[y,bc]x[y,ac]= 0, x,y ∈ R. (24)

Suppose that ac ∉ Z(R). In this case we have [y,ac] ≠ 0 for some y ∈ R. Then it

follows from relation (24) and Lemma 1 that [y,bc] = 0, which reduces relation (22)

to bx[y,ac] = 0, x,y ∈ R, which means (recall that b is different from zero) that

[y,ac] = 0, contrary to the assumption. We have therefore ac ∈ Z(R). Now relation

(22) reduces to ax[y,bc]= 0, x,y ∈ R, whence it follows that bc ∈ Z(R). Since ac and

bc are in Z(R), one can write relation (19) in the form ((ab+ba)c−c)x = 0, x ∈ R,

which gives

(ab+ba)c = c. (25)

Putting x = c in relation (19) we obtain

2(ac)(bc)= c2. (26)

Since ac and bc are both in Z(R) it follows from the above relation that c2 ∈ Z(R).
The proof of the theorem is complete.
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Theorem 9. Let R be a noncommutative 2-torsion-free prime ring with extended

centroid C and let a,b ∈ R be fixed elements. In this case the mapping x � axb−bxa
is a free action.

Proof. Again we assume that a≠ 0 and b ≠ 0. Besides, we will also assume that a
and b are C-independent, otherwise the mapping x � axb−bxa would be zero. We

have the relation

(axb−bxa)c = cx, x ∈ R. (27)

Let x be xy in the above relation. Then we have

(axyb−bxya)c = cxy, x,y ∈ R. (28)

Right multiplication of relation (27) by y gives

(axb−bxa)cy = cxy, x,y ∈ R. (29)

Subtracting (29) from (28) we arrive at

ax[y,bc]−bx[y,ac]= 0, x,y ∈ R. (30)

Putting cx for x in the above relation we arrive at

acx[y,bc]−bcx[y,ac]= 0, x,y ∈ R. (31)

Now, multiplying first the above relation from the left by y , then putting yx for x
in (31), and finally subtracting the relations so obtained from one another, we arrive at

[y,ac]x[y,bc]−[y,bc]x[y,ac]= 0, x,y ∈ R. (32)

Suppose that ac ∉ Z(R). In this case there exists y ∈ R such that [y,ac]≠ 0. Now it

follows from the above relation and from Lemma 2 that

[y,bc]= λy[y,ac] (33)

holds for some λy ∈ C . According to (33) one can replace [y,bc] by λy[y,ac] in (30),

which gives

(
b−λya

)
x[y,ac]= 0, x ∈ R. (34)

Since [y,ac] ≠ 0 it follows from the above relation that b = λya, contrary to the

assumption that a and b are C-independent. We have therefore proved that ac ∈ Z(R).
Using this fact relation (30) reduces to

ax[y,bc]= 0, x,y ∈ R, (35)

whence it follows (recall that a≠ 0) that bc ∈ Z(R). Since ac and bc are both in Z(R),
one can rewrite relation (27) in the form ((ab−ba)c−c)x = 0, x ∈ R, which gives

(ab−ba)c = c. (36)
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Putting x = c in relation (27) and using the fact that bc is in Z(R), we obtain

a[b,c]c =−c2. (37)

From relation (36) one obtains, using the fact that ac ∈ Z(R),

a[b,c]= c. (38)

Right multiplication of the above relation by c gives

a[b,c]c = c2. (39)

Comparing relations (37) and (39) one obtains c2 = 0, since R is 2-torsion-free. Now

it follows that c = 0, which completes the proof of the theorem.

Theorem 10. Let R be a semiprime ring and let α and β be automorphisms of R. In

this case the mapping α+β is a free action.

Proof. We have the relation

(
α(x)+β(x))a= ax, x ∈ R. (40)

Let x be xy in the above relation. Then

(
α(x)α(y)+β(x)β(y))a= axy, x,y ∈ R. (41)

Replacing first ax by (α(x)+β(x))a in the above relation and then ay by (α(y)+
β(y))a, we arrive at

(
α(x)α(y)+β(x)β(y))a= (α(x)+β(x))(α(y)+β(y))a, x,y ∈ R, (42)

which reduces to

α(x)β(y)a+β(x)α(y)a= 0, x,y ∈ R. (43)

The substitution zx for x in the above relation gives

α(z)α(x)β(y)a+β(z)β(x)α(y)a= 0, x,y,z ∈ R. (44)

Left multiplication of (43) by α(z) gives

α(z)α(x)β(y)a+α(z)β(x)α(y)a= 0, x,y,z ∈ R. (45)

Subtracting (44) from (45), we arrive at (α(z)−β(z))β(x)α(y)a= 0, x,y,z ∈ R. We

therefore have

(
α(z)−β(z))xya= 0, x,y,z ∈ R. (46)

Putting x = a and y(α(z)−β(z)) for y in the above relation, we obtain (α(z)−
β(z))ax(α(z)−β(z))a= 0, x,z ∈ R, whence it follows that

α(z)a= β(z)a, z ∈ R. (47)
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According to (47) one can replace β(y)a by α(y)a in (43), which gives (α(x)+
β(x))α(y)a= 0, x,y ∈ R. We therefore have

(
α(x)+β(x))ya= 0, x,y ∈ R. (48)

Putting y = a in the above relation and replacing (α(x)+β(x))a by ax, we obtain

axa= 0, x ∈ R, which gives a= 0. The proof of the theorem is complete.

The following question arises: what can be proved in case we have α−β instead

of α+β in the above theorem? The mapping α−β is a special case of the so-called

(α,β)-derivations. An additive mapping D : R → R, where R is an arbitrary ring, is an

(α,β)-derivation if D(xy)=D(x)α(y)+β(x)D(y) holds for all pairs x,y ∈ R, where

α and β are automorphisms of R. For results concerning (α,β)-derivations, we refer the

reader to [4, 5].

Theorem 11. Let R be a semiprime ring and let D : R→ R be an (α,β)-derivation. In

this case D is a free action.

Proof. We have the relation

D(x)a= ax, x ∈ R. (49)

Putting xy for x in the above relation we obtain

D(x)α(y)a+β(x)D(y)a= axy, x,y ∈ R. (50)

According to (49) one can replace D(y)a by ay in the above relation, which gives

D(x)α(y)a+(β(x)a−ax)y = 0, x,y ∈ R. (51)

Putting yz for y in (51) we obtain

D(x)α(y)α(z)a+(β(x)a−ax)yz = 0, x,y,z ∈ R. (52)

On the other hand, right multiplication of (51) by z gives

D(x)α(y)az+(β(x)a−ax)yz = 0, x,y,z ∈ R. (53)

Subtracting (53) from (52) we obtain D(x)α(y)(α(z)a−az)= 0, x,y,z ∈ R. In other

words, we have

D(x)y
(
α(z)a−az)= 0, x,y,z ∈ R. (54)

The substitution ay for y in the above relation gives, because of (49),

axy
(
α(z)a−az)= 0, x,y,z ∈ R. (55)

Putting zx for x in the above relation we obtain

azxy
(
α(z)a−az)= 0, x,y,z ∈ R. (56)
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Left multiplication of (55) by α(z) gives

α(z)axy
(
α(z)a−az)= 0, x,y,z ∈ R. (57)

Subtracting (56) from (57) and multiplying the relation so obtained from the right-

hand side by x, we arrive at

(
α(z)a−az)xy(α(z)a−az)x = 0, x,y,z ∈ R, (58)

which gives first

(
α(z)a−az)x = 0, x,z ∈ R, (59)

and then

α(z)a−az = 0, z ∈ R. (60)

Putting D(x)a instead of ax in (50), and ay for D(y)a, we obtain D(x)(α(y)a−
ay)+β(x)ay = 0, x,y ∈ R, which reduces because of (60) to β(x)ay = 0, x,y ∈ R,

whence it follows that a= 0. The proof of the theorem is complete.

Corollary 12. Let R be a semiprime ring and let α and β be automorphisms of R.

In this case the mappings α−β and aα−βa, where a ∈ R is a fixed element, are free

actions on R.

Proof. According to Theorem 11 there is nothing to prove, since the mappingsα−β
and aα−βa are (α,β)-derivations.

Corollary 13. Let R be a semiprime ring, let D : R → R be a derivation, and let

α be an automorphism of R. In this case the mappings x � D(α(x)), x � α(D(x)),
x�D(α(x))+α(D(x)), and x�D(α(x))−α(D(x)) are free actions.

Proof. A special case of Theorem 11, since all mappings are (α,α)-derivations.

For our next result we need the following lemma.

Lemma 14 (see [24, Lemma 1.3]). Let R be a semiprime ring and let a∈ R be a fixed

element. If a[x,y]= 0 holds for all pairs x,y ∈ R, then there exists an ideal I of R such

that a∈ I ⊂ Z(R).
Proposition 15. Let R be a semiprime ring and let α : R → R be an antiautomor-

phism. Suppose a ∈ R is an element dependent on α. In this case there exists an ideal I
of R such that a∈ I ⊂ Z(R). In case R is a prime ring, then either α is a free action or α
is the identity mapping and R is commutative.

Proof. We have the relation

α(x)a= ax, x ∈ R. (61)
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Putting xy for y in (61) and using (61) we obtain

axy =α(xy)a=α(y)α(x)a=α(y)ax = ayx. (62)

We therefore have

a[x,y]= 0, x,y ∈ R. (63)

From (63) and Lemma 14 it follows that there exists an ideal I of R such that a ∈
I ⊂ Z(R), which completes the first part of the proof. The fact that a ∈ Z(R) makes it

possible to rewrite relation (61) in the form (α(x)−x)a = 0, x ∈ R, whence it follows

that

(
α(x)−x)ya= 0, x,y ∈ R. (64)

In case R is a prime ring it follows from the above relation that either a = 0 or

α(x)= x for all x ∈ R, which completes the proof of the theorem.

Proposition 16. Let R be a semiprime ∗-ring. Suppose that a ∈ R is dependent on

the involution. In this case there exists an ideal I of R such that a∈ I ⊂ Z(R) and a∗ = a.

In case R is a prime ring, then either the involution is a free action or the involution is

the identity mapping and R is commutative.

Proof. Since all the assumptions of Proposition 15 are fulfilled, it remains to prove

that a∗ = a. Putting

x∗a= ax, x ∈ R, (65)

and x = a in the relation we obtain a2 = a∗a, which can be written in the form

(
a−a∗)a= 0. (66)

From the above relation we obtain, using the fact that a∈ Z(R),

0= (a(a−a∗))∗ = (a−a∗)a∗. (67)

Thus we have

(
a−a∗)a∗ = 0. (68)

Right multiplication of (66) by x gives

(
a−a∗)xa= 0, x ∈ R, (69)

since a∈ Z(R). Similarly, from (68) one obtains (note that also a∗ ∈ Z(R))
(
a−a∗)xa∗ = 0, x ∈ R. (70)
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Subtracting (70) from (69), we obtain

(
a−a∗)x(a−a∗)= 0, x ∈ R, (71)

whence it follows that a∗ = a, which completes the proof.

Theorem 17. Let R be a semiprime ring and let α be an antiautomorphism of R. In

this case the mapping x�α(x)+x is a free action.

Proof. We have (α(x)+x)a= ax, x ∈ R, which can be written in the form

α(x)a=D(x), x ∈ R, (72)

where D(x) stands for [a,x]. Putting xy for x in the above relation we obtain

α(y)α(x)a=D(x)y+xD(y), x,y ∈ R. (73)

According to (72) one can replace α(x)a by D(x) in the above relation, which gives

α(y)D(x)=D(x)y+xD(y), x,y ∈ R. (74)

Putting x = a in the above relation (note that D(a)= 0) one obtains

aD(y)= 0, y ∈ R. (75)

According to (75), left multiplication of relation (72) by a reduces it to aα(x)a = 0,

x ∈ R, whence it follows that a= 0 by semiprimeness of R, which completes the proof.

Corollary 18. LetR be a semiprime ∗-ring. The mappingx� x∗+x is a free action.
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[16] Ş. Strătilă, Modular Theory in Operator Algebras, Editura Academiei Republicii Socialiste

România, Bucharest; Abacus Press, Kent, 1981.
[17] J. von Neumann, On rings of operators. III, Ann. of Math. (2) 41 (1940), 94–161.
[18] J. Vukman, Centralizers on prime and semiprime rings, Comment. Math. Univ. Carolin. 38

(1997), no. 2, 231–240.
[19] , An identity related to centralizers in semiprime rings, Comment. Math. Univ. Car-

olin. 40 (1999), no. 3, 447–456.
[20] , Centralizers on semiprime rings, Comment. Math. Univ. Carolin. 42 (2001), no. 2,

237–245.
[21] J. Vukman and I. Kosi-Ulbl, On centralizers in rings and algebras with involution, in prepa-

ration.
[22] , An equation related to centralizers in semiprime rings, Glas. Mat. Ser. III 38(58)

(2003), no. 2, 253–261.
[23] , On centralizers of semiprime rings, Aequationes Math. 66 (2003), no. 3, 277–283.
[24] B. Zalar, On centralizers of semiprime rings, Comment. Math. Univ. Carolin. 32 (1991), no. 4,

609–614.

Joso Vukman: Department of Mathematics, University of Maribor, Koroška cesta 160, 2000
Maribor, Slovenia

E-mail address: joso.vukman@uni-mb.si

Irena Kosi-Ulbl: Department of Mathematics, University of Maribor, Koroška cesta 160, 2000
Maribor, Slovenia

E-mail address: irena.kosi@uni-mb.si

mailto:joso.vukman@uni-mb.si
mailto:irena.kosi@uni-mb.si


Journal of Applied Mathematics and Decision Sciences

Special Issue on

Intelligent Computational Methods for
Financial Engineering

Call for Papers

As a multidisciplinary field, financial engineering is becom-
ing increasingly important in today’s economic and financial
world, especially in areas such as portfolio management, as-
set valuation and prediction, fraud detection, and credit risk
management. For example, in a credit risk context, the re-
cently approved Basel II guidelines advise financial institu-
tions to build comprehensible credit risk models in order
to optimize their capital allocation policy. Computational
methods are being intensively studied and applied to im-
prove the quality of the financial decisions that need to be
made. Until now, computational methods and models are
central to the analysis of economic and financial decisions.

However, more and more researchers have found that the
financial environment is not ruled by mathematical distribu-
tions or statistical models. In such situations, some attempts
have also been made to develop financial engineering mod-
els using intelligent computing approaches. For example, an
artificial neural network (ANN) is a nonparametric estima-
tion technique which does not make any distributional as-
sumptions regarding the underlying asset. Instead, ANN ap-
proach develops a model using sets of unknown parameters
and lets the optimization routine seek the best fitting pa-
rameters to obtain the desired results. The main aim of this
special issue is not to merely illustrate the superior perfor-
mance of a new intelligent computational method, but also
to demonstrate how it can be used effectively in a financial
engineering environment to improve and facilitate financial
decision making. In this sense, the submissions should es-
pecially address how the results of estimated computational
models (e.g., ANN, support vector machines, evolutionary
algorithm, and fuzzy models) can be used to develop intelli-
gent, easy-to-use, and/or comprehensible computational sys-
tems (e.g., decision support systems, agent-based system, and
web-based systems)

This special issue will include (but not be limited to) the
following topics:

• Computational methods: artificial intelligence, neu-
ral networks, evolutionary algorithms, fuzzy inference,
hybrid learning, ensemble learning, cooperative learn-
ing, multiagent learning

• Application fields: asset valuation and prediction, as-
set allocation and portfolio selection, bankruptcy pre-
diction, fraud detection, credit risk management

• Implementation aspects: decision support systems,
expert systems, information systems, intelligent
agents, web service, monitoring, deployment, imple-
mentation

Authors should follow the Journal of Applied Mathemat-
ics and Decision Sciences manuscript format described at
the journal site http://www.hindawi.com/journals/jamds/.
Prospective authors should submit an electronic copy of their
complete manuscript through the journal Manuscript Track-
ing System at http://mts.hindawi.com/, according to the fol-
lowing timetable:

Manuscript Due December 1, 2008

First Round of Reviews March 1, 2009

Publication Date June 1, 2009

Guest Editors

Lean Yu, Academy of Mathematics and Systems Science,
Chinese Academy of Sciences, Beijing 100190, China;
Department of Management Sciences, City University of
Hong Kong, Tat Chee Avenue, Kowloon, Hong Kong;
yulean@amss.ac.cn

Shouyang Wang, Academy of Mathematics and Systems
Science, Chinese Academy of Sciences, Beijing 100190,
China; sywang@amss.ac.cn

K. K. Lai, Department of Management Sciences, City
University of Hong Kong, Tat Chee Avenue, Kowloon,
Hong Kong; mskklai@cityu.edu.hk

Hindawi Publishing Corporation
http://www.hindawi.com

http://www.hindawi.com/journals/jamds/
http://mts.hindawi.com/

	1Call for Papers
	Guest Editors

