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Simplified regularization using finite-dimensional approximations in the setting of Hilbert
scales has been considered for obtaining stable approximate solutions to ill-posed oper-
ator equations. The derived error estimates using an a priori and a posteriori choice of
parameters in relation to the noise level are shown to be of optimal order with respect to
certain natural assumptions on the ill posedness of the equation. The results are shown to
be applicable to a wide class of spline approximations in the setting of Sobolev scales.
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1. Introduction. Many of the inverse problems that occur in science and engineering
are ill posed, in the sense that a unique solution that depends continuously on the data
does not exist. A typical example of an ill-posed equation that often occurs in practical
problems, such as in geological prospecting, computer tomography, steel industry, and
so forth, is the Fredholm integral equation of the first kind (cf. [2, 6, 8]). Many such
problems can be put in the form of an operator equation Ax = y, where A: X — Y is a
bounded linear operator between Hilbert spaces X and Y with its range R(A) not closed
inY.

Regularization methods are to be employed for obtaining a stable approximate solu-
tion for an ill-posed problem. Tikhonov regularization is a simple and widely used pro-
cedure to obtain stable approximate solutions to an ill-posed operator equation (2.1).
In order to improve the error estimates available in Tikhonov regularization, Natterer
[17] carried out error analysis in the framework of Hilbert scales. Subsequently, many
authors extended, modified, and generalized Natterer’s work to obtain error bounds
under various contexts (cf. Neubauer [18], Hegland [7], Schroter and Tautenhahn [20],
Mair [10], Nair et al. [16], and Nair [13, 15]). Finite-dimensional realizations of the Hilbert
scales approach has been considered by Engl and Neubauer [3].

If Y = X and A itself is a positive selfadjoint operator, then the simplified regulariza-
tion introduced by Lavrentiev is better suited than Tikhonov regularization in terms of
speed of convergence and condition numbers of the resulting equations in the case of
finite-dimensional approximations (cf. Schock [19]).

In [4], the authors introduced the Hilbert scales variant of the simplified regular-
ization and obtained error estimates under a priori and a posteriori parameter choice
strategies which are optimal in the sense of the “best possible worst error” with re-
spect to certain source set. Recently (cf. [5]), the authors considered a new discrepancy
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principle yielding optimal rates which does not involve certain restrictive assumptions
as in [4]. The purpose of this paper is to obtain a finite-dimensional realization of the
results in [5].

2. Preliminaries. Let H be a Hilbert space and A : H — H a positive, bounded self-
adjoint operator on H. The inner product and the corresponding norm are denoted by
(-,-) and || - ||, respectively. Recall that A is said to be a positive operator if (Ax,x) =0
for every x € H. For v € R(A), the range of A, consider the operator equation

Ax = y. (2.1)

Let X be the minimal norm solution of (2.1). It is well known that if R(A) is not closed
in H, then the problem of solving (2.1) for x is ill posed in the sense that small per-
turbations in the data y can cause large deviations in the solution. A prototype of an
ill-posed equation (2.1) is an integral equation of the first kind,

1
L k(g t)x(t)dt=y(E), 0<&=<1, (2.2)

where k(-,-) is a nondegenerate kernel which is square integrable, that is,

1 1 >
JO JO |[k(E,1)|"dLdE < o, (2.3)

satisfying k(&,t) = k(t,&) for all &, t in [0,1], and such that the eigenvalues of the
corresponding integral operator A: L2[0,1] — L?[0,1],

1
(Ax)(E) = L k(E,H)x(t)dt, 0<E=<1, (2.4)

are all nonnegative (cf. [14]). For example, one of the important ill-posed problems
which arise in applications is the backward heat equation problem: the problem is to
determine the initial temperature @ := u(-,0) from the measurements of the final
temperature @7 := u(-,T), where u(&,t) satisfies

ur—uge =0, (&t)€(0,1)x(0,7),

w(0,8) =u(1,6) =0, telo0,Tl. (2.5)

We recall from elementary theory of partial differential equations that the solution
u(&,t) of the above heat equation is given by (cf. Weinberger [23])

u(Et) =Y do(n)e ™™ sin(ne), (2.6)

n=1

where @((n) for n € N are the Fourier coefficients of the initial temperature @ (&) :=
u(&,0). Hence,

u(g,T) = > Po(n)e "™ Tsin(nme). (2.7)
n=1
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The above equation can be written as
Pr(s) = > e T (@o,un)un(€) with u,(€) = V2sin(nm). (2.8)
n=1

Thus the problem is to solve the operator equation
Aqgo = Q9T, (2'9)

where A:12[0,1] — L2[0,1] is the operator defined by

@ . 1
(AP)(E) = > e ™™ T (@, up)un(§) = JO K(ED(t)dt, 0<E<1, (2.10)
n=1
where
K(E ) = > e ™™ T, (E)un(t). 2.11)
n=1

Note that the above integral operator is compact, positive, and selfadjoint with positive
eigenvalues e *™T and corresponding eigenvectors u, (-) for n € N.

For considering the regularization of (2.1) in the setting of Hilbert scales, we consider
a Hilbert scale {H;};cr generated by a strictly positive operator L : D(L) — H with its
domain D(L) dense in H satisfying

[Lx]l = [Ix|l, xe&D(L). (2.12)

By the operator L being strictly positive, we mean that (Lx,x) > 0 for all nonzero x € H.
Recall (cf. [9]) that the space H; is the completion of D := ﬂ,‘f’:OD(L") with respect to
the norm ||x||;, induced by the inner product

(w,v); = (L*u,L'v), wu,v €D. (2.13)

Moreover, if 8 < y, then the embedding H, — Hg is continuous, and therefore the norm
|- [l is also defined in H, and there is a constant cg, such that

Ixllg <cpylixlly VxeHg. (2.14)

An important inequality that we require in the analysis is the interpolation inequality

Ixla < Ix08lx1E9,  x € Hy, (2.15)
where
r<As<t, :ﬂ, (2.16)
t—7r
and the moment inequality
1B x|| < ||BYx||"¥ 'Y, 0<u<wv, (2.17)

where B is a positive selfadjoint operator (cf. [2]).



1976 S. GEORGE AND M. T. NAIR

We assume that the ill-posed nature of the operator A is related to the Hilbert scale
{H;}iex according to the relation

cillxll-a = llAx |l < c2llxll—a, x €H, (2.18)

for some positive reals a, ¢, and c».
For the example of the integral operator considered in (2.4), one may take L to be
defined by

Lx:= > j*{x,u;j)u;, (2.19)
j=1
where u(t) := +/2sin(jmrt), j € N with domain of L as
D(L) := {XELZ[O,I]:Zj4|(x,uj)|2<oo}. (2.20)
j=1

In this case, it can be seen that

Ht={xeL2[0,1]:Zj4t|(x,uj){2<oo} (2.21)
=1

and the constants a, ¢1, and ¢, in (2.18) are givenby a = 1, ¢; = ¢» = 1/172 (see Schroter
and Tautenhahn [20, Section 4]).

The regularized approximation of X, considered in [4] is the solution of the well-
posed equation

(A+als)xy=v, >0, (2.22)

where s is a fixed nonnegative real number. Note that if D(L) = X and L = I, then the
above procedure is the simplified or Lavrentiev regularization.

Suppose the data 7y is known only approximately, say ¥ in place of y with [[y -V <&
for a known error level 6 > 0. Then, in place of (2.22), we have

(A+al’) %y = 7. (2.23)

It can be seen that the solution X, of the above equation is the unique minimizer of
the function

x — (Ax,x) = 2(y,x)+ «{L*x,x), x €D(L). (2.24)

One of the crucial results for proving the results in [4, 5] as well as the results in this
paper is the following proposition, where the functions f and g are defined by

f(&)=min{c!,ct}, g(t)=max{cl,ci}, teR, [t| <1, (2.25)

respectively, with ¢y, ¢» as in (2.18).
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PROPOSITION 2.1 (cf. [4, Proposition 3.1]). Fors >0 and |v| <1,
% V)2 v
F(3)1xlvisrare < lAY2x] < g (5 ) IX T viseare, X €H, (2.26)

where A; = LS/2AL~5/2,

Using the above proposition, the following result has been proved by George and
Nair [4].

THEOREM 2.2 (cf. [4, Theorem 3.2]). Suppose X € H;, 0 <t <s+a, and x > 0, and
Xy is as in (2.23). Then

[|X —%al] < p(s,0) o/ STV %] + @ (s) x4/ A S, (2.27)
where
In particular, if & = codS+¥/+@) for some constant cy > 0, then
[|[% =%l < nis,t)st/ D), (2.29)
where
n(s,t) =max{ (s, ) lxllech ¥, w(s)cg® ] (2.30)

For proposing a finite-dimensional realization, we consider a family {Sj, : h > 0} of
finite-dimensional subspaces of Hy for some k > s, and consider the minimizer X4n
of the map defined in (2.24) when x varies over Sj. Equivalently, X, is the unique
element in S;, satisfying the equation

(A+al’)Xen, @) = (¥, @) V@ e Sh. (2.31)

As in Engl and Neubauer [3], we assume the following approximation properties for Sj,.
There exists a constant k > 0 such that for every u € H, withr > k > s,

inf{lu-@llx: @ eSp}t <kh™ Xull,, h>0. (2.32)

As already exemplified in [3], the above assumption is general enough to include a
wide variety of approximations spaces, such as spline spaces and finite element spaces.
We will also make use of the following result from Engl and Neubauer [3, Lemma 2.2].

LEMMA 2.3. Under the assumption (2.32), there exists a constant ¢ > 0 such that for
everyu € Hy and h > 0,

$25f {2 lu=@ll-app + B lu—@lls 2} < ch®lulls. (2.33)
h
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3. General error estimates. For a fixed s > 0, let X4 and X4, be as in (2.23) and
(2.31), respectively. We will obtain estimate for || Xy — X1l SO that we get an estimate
for [|X — Xl using Theorem 2.2 and the relation

1% = Zanl| < (1% = X[+ ]| %o = Zenl- 3.1

In view of the interpolation inequality (2.15), by taking p = —a/2, T =s/2,and A =0 in
(2.15), we get
s/(s+a) al(s+a)

xll < lxliZa " lxls™ ™™, x € Hypo. 3.2)

Thus, we can deduce an estimate for |[|Xx — X«,nll Once we have estimates for || Xy —
Xonll-a2 and [|[ X« —Xnlls 2. For this purpose, we first prove the following.

LEMMA 3.1. Let Xy and X«n be as in (2.23) and (2.31), respectively. Then

L. 2 - 2 ) - 2 . 2
|AY2 (%= Xon) ] +0‘HX0<*X0(,PL||3/2 :q}g;h{HAl/z(Xa*(P)H +0‘HX0(*(P||3/2}-
(3.3)

PROOF. It can be seen (cf. [16]) that
(U, V)4 1= (Au,v) + x(L*u,v), u,v €D(L), (3.4)

defines a complete inner product on D(L). Let || - || « be the norm induced by (-, -) 4, that
is,

lulle = (CAu,u) + afLou,u)) 2 = ([JAY 20l + adluli?,) 2. (3.5)

Let X be the space D(L) with the inner product (-,-)4 and let P; be the orthogonal
projection of X onto the space Sj,. Then from (2.23) and (2.31) we have

((A+al’) (Xa—Xon), @) =0 V@ €Sy, (3.6)

that is,
(Xa—Xah, @), =0 V@ € Sy. (3.7)

Hence
Pp(Xa—Xon) =0 (3.8)

so that
o=l = i0f (o= %an) =@l = 1t [%a=l,. (.9

Now the result follows using the definition of || - || 4. O



OPTIMAL ORDER YIELDING DISCREPANCY PRINCIPLE ... 1979

Next we obtain estimate for || X4 — X1l using the estimates for || Xy — X nll-a/2 and
[1X& —Xu,nlls/2. We will use the notation

A= L7S2ALS/? (3.10)
and observe that for & > 0,
(A+«L%)x = L% (As+ «I)L*’x Vx € H;. (3.11)

THEOREM 3.2. Suppose X € H; and assumption (2.32) holds, and let X« and X« be
as in (2.23) and (2.31), respectively. Then

(1% = Xonll
—s/(s+a)
< f(%) max {F(s,a),%4(s,t,a) } (s, h, ) x4/ 2520 (g + (X”’”“”‘”) h*,
(3.12)
where f and g are as in (2.25), and
o _ g(—=s/(2s+2a)) _ g((s=2t)/(2s+2a)) , .
F(s,a) F(=s/(2s+2a))" 4(s,t,a) F(=s/ (25 +2a)) l1%1le,
) (3.13)
d(s,h,x) =cmax{g<§>h“/2,0(”2h‘5/2}.
PROOF. First we prove
%o = Rnl s < o (s, 1, )| Rl (3.14)
SN I VE R g
1%« = Xaonlls o < @(s,h, 00 2R || %ol (3.15)
|Xalls < F(s,a) 16 +4(s,t,a)xt=9) s+ (3.16)
with F(s,a), 4(s,t,a), and ®(s,h,«) as in the statement of the theorem.
By Lemma 3.1 and Proposition 2.1, it follows that
1\%, . - 2 - - 2
F(3) e anl P+ ol % = Sl
2 (3.17)
inf 1 - 2 - 2
< Q;Ielsh g > ||x0l_(p||—a/2+O(||X0<_(p||s/2 -
Note that
1\%, . 2 - 2
9(3) 1xa= @I e+ ool
(3.18)

1 ~ B 2
< |9(3)1%a @Il + 250l o]
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But
9 (5)15a= @l g+ a1l
= Wh,a,s [hia/sztx ~@_ap2 +h* %% *(PHs/z]’
where
wh,x,s) = max{g(%)h“/z,(xl/zh’”z}.

Hence, by Lemma 2.3, we have

1
2

In particular,
N\, . . e
f > Hx(x—xo(_tha/ZSa)(h,tx,s)ch [1%al s
o 2| xa = Xanlls )2 < w0 (h, 0, 8)ch®|[ %l

From these, we obtain (3.14) and (3.15).
Now, to prove (3.16), observe from (2.23) and (3.11) that

K= L2 (As+ o) ' L2
By Proposition 2.1, taking v = —s/(s +a), we have

IL52 (A + od) 'L (5 - )|

IA

f(=s/(2s+2a)) 145

As+ad)”! B o
= %HASS”Z”ZW (5 -y

- o« lg(-s/(2s+2a))
f(=s/(2s+2a))

L2 = )l
so that
[|LS7% (Ag + ol) LR (y )| < F(s,a)x16.
Since L~5/2y = A,L5/2%, we have
L2 (As + o) L2 |
= f(—s/(215+2a)) A e (A o) ALK

S;
f(=s/(2s+2a)

2
F(3) o= el + &l = Fonll 2 = (@0 et )] [all,)

1 - - - 2
S5/(2542a) (A4 (] 1L_s/z(5,_y)||

) H(As i al)—1A§u+t)/(a+s)|| HA§5_2”/(2“+2S)L5/2)A€||,

(3.19)

(3.20)

(3.21)

(3.22)

(3.23)

(3.24)

(3.25)

(3.26)
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where
lag-2rea g < g SZ2E ) (3.27)
2s+2a
Since
[(As+al) ATl < ™!, 0<T <1, (3.28)

it follows from the above relations that

g((S —2t)/(2s+ 2(1)) 11l a9/ (s+a)
f(=s/(2s+2a)) (3.29)

=4(s,t,a) !t/ sra)

-1,
s s =
IL2(Ag+ o) L% y|| <

Thus, (3.25) and (3.29) give

[[%ally < (1172 (As + o) L7523
<||L72 (As + oI) L2 (5 = ) ||+ [|LS2 (As + o) L2y (3.30)

<F(s,a) 'S +9(s, t,a) L9/ Fa),

Now, the estimates (3.14) and (3.15) together with the interpolation inequality (3.2) give

| %o = Xoonll < ||’~(0<_’~Ca,h\|s—/a(j;a [EFEE h||tsl//2s+a)
1 —s/(s+a) (3.31)
sf(g) Qa2+ (5 b, )b || Rl
From this, the result follows by making use of the estimate (3.16) for X. |

4. A priori error estimates. Now we choose the regularization parameter « and
discretization parameter h a priori depending on the noise level 6 such that optimal
order O (5!/(t+a)) yields whenever X € H;.

THEOREM 4.1. Suppose X € H; with 0 <t < s+ a and assumption (2.32) holds. Sup-
pose, in addition, that

o= C06(S+tl)/(t+a), h= doal/(na) (4.1)
for some constants co,do > 0. Then, using the notations in Theorems 2.2 and 3.2,

||& = Xanll < [n(s,t) + E(s, ) ]84 @), (4.2)
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where

n(s,t) = max {p (s, Ollxllich ", () Y,
1 —s/(s+a) B i
E(s,t) :c[f<5)] df)(c(;l'f'c(()t )/ (t+ )) ws)

1 _
xmax{@(s,a),cg(s,t,a)}max{g(§>d8/2,c1/2d0”2}.
PROOF. Using the choice (4.1), it is seen that

_ 1 _
®(s5,h, &) o206+ = ce 2D may {g(§>d‘g/2,cé/2dos/2},

S s = Caldéét/(tﬂl)’ (4.4)

xt=9)/G+ra)ps — Cét_s)/(t+a)d65t/(t+a).

Therefore, by Theorem 3.2, we have
[|[Ra— Zoonl| < E(s,0) 5D, (4.5)
Also, from Theorem 2.2, we have
[|X — %al| < nis,t)8t D), (4.6)
Thus the result follows from the inequality

1% = Xall < 1% = X[+ [| %o = Koo “.7)
O

REMARK 4.2. We observe that the error bound obtained is of the same order as of
Theorem 2.2, and this order is optimal with respect to the source set

My ={x €H;: x| < p} (4.8)

in the sense of the best possible worst error (cf. [4]).

5. Discrepancy principle. In this section, we consider a discrepancy principle to
choose the regularization parameter « depending on the noise level § and the dis-
cretization parameter h. This is a finite-dimensional variant of the discrepancy princi-
ple considered in [5].
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We assume throughout that y # 0. Suppose that ¥ € H is such that
ly-7ll<o (5.1)

for a known error level 6§ > 0 and P,y # 0, where Py, is the orthogonal projection of H
onto Sp. We assume, throughout this section, that

|A(P,—1)|| < csh, h>0, (5.2)
for some c3 > 0, independent of h. Let
Ry:= (As+ad) . (5.3)
We will make use of the relation
[[ReAT|| < ™!, «>0,0<T<1, (5.4)

which follows from the spectral properties of the selfadjoint operator A, s > 0.
Let s, a be fixed positive real numbers. For & > 0 and x € H, consider the functions

_ of|RYP A O s

F(ax,x) ||R¢2>(A;S/(2HZM)L_S/2PI1X||

(5.5)

Note that, by assumption (2.18), |R2As***2¥ [ =s/2p, x|| is nonzero for every x € H
with Ppx # 0, so that the function F(x,x) is well defined for all such x. We observe
that the assumption P,x # 0 is satisfied for x # 0 and h small enough, if P,x — x as
h — 0 for every x € H.

In the following, we assume that h is such that P,y # 0.

In order to choose the regularization parameter «, we consider the discrepancy prin-
ciple

F(x,¥) =bd+dh (5.6)

for some b,d > 0. In the due course, we will make use of the relation

) —5/(2s+2a) | —s/2 ( = )
F (57 2a) 11 =la: LPxl| < g( 550 ) IxI (5.7)

which can easily be derived from Proposition 2.1.
First we prove the monotonicity of the function F(x,x) defined in (5.5).
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THEOREM 5.1. Let x € H be such that the function x — F(x,x) for « > 0 in (5.5)
is well defined. Then, F(-,x) is increasing and it is continuously differentiable with
F'(x,x) =0 for all x > 0. In addition,

limF(e,x) =0, lim F(e,x) = |[Ags/@Gstea)=s/2py x||. (5.8)
PROOF. Using the definition (5.5) of F(«,-), we have

0
EF(a,x)

~ (9/0x) (F* (o, x))
B 2F (¢, x)

- 20(||RaA;S/(ZS+2a)L,S/2Phx|’2||Rg(/2A;S/(25+Za)L,S/2PhX|\2
= 20(||Ri/2As—s/(25+2a)L,S/2Phx||2

(31000 [ | RY*A*/ 2L 512p, x|

||R2 —s/( 25+2a)L s/2p XH

(5.9)

0(2||R§(/2A;S/(25+2a)L_S/2PhX’|4(a/ao()[||R§A;S/(2S+ZQ)L_S/2PhX||2]
20(||R§(/2A;S/(2S+2a)L_S/2PhX||2|’Rg(A;S/(25+2u)L_S/2PhX|{3

||R2A 3/(25+2a)L S/ZPhXH (a/ao()[o(||R3/2A;s/(23+2a)L_5/2Phx||2]

||R2 —s/( 25+2a)L s/2p X||3

0(||R2(/2AS—S/(25+2a)L,3/2PhX|\2(8/80()[||R§As—s/(25+2a)L,3/2PhX||2]
2\|R‘2xAS—S/(Zs+2a)L,S/2PhX||3 .

Let {E) :0 < A < a} be the spectral family of A;, where a > ||A¢||. Then

0 _ - 2
TX(O(HRg(/zASs/(25+2a)L sI2p x| )

(04

o AT (g o3 WAL Pux, L2 Pyx)

(5.10)

[ 1 3« —s/2 —s/2
- jo [As/(s+“>(2\+o<)3 TG (At a)4]d<EAL Pux, L7 PnX)
— ||Rg(/zA;S/(ZS+2a)L75/2PhX|| 30(||R2 —s/( 25+2a)L S/ZP XH

Similarly, we obtain

%(||R§A;S/(25+2a)L—S/2Phx||) — _4\|R(SX/2A;s/(25+2a)L—5/2PhX|’2. (5.11)
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Therefore, from (5.9), by using (5.10) and (5.11), we get

[[REAS* 220 512 x|

0
= F _
((X,x) \|R¢2)(A;S/(2S+2a)L_S/2Phx||3

o

% [||Rg(/2AS—S/(25+2a)L—S/thx||2 _ 3O(||R§AS_S/(ZS+2a)L_S/2PhX|\2] (5.12)

20(\|Rg(/2AS—s/(Zs+2a)L,5/2P x||2||R5/2 s/(25+2u)L S/ZPth
—+
HR2 —s/(2s+2a) IL- S/ZPhXH

The above equation can be rewritten as

iF(cx x) = ||RZAES/(25+2“)L‘5/21’P1X||2
do ’ ||R2 s/(Zs+2aL S/ZPth

% [|\Rg/zA;S/(2”2“)L’S/2Phx||2 _ (x||R§A;S/(2”2“)L’S/2Phx||2]

2 (5.13)
||R2 —s/( 23+2a)L 5/2P X||

% [|\Rg/ZAS—S/(23+2u)L—S/2PhX||2||R2(/2A;S/(23+2a)L—s/2PhX||2

_||R2 —s/( 23+2a)L s/ZP XH ]
Since

||R2‘/2AS—S/(25+2a)L—S/2Phx||2

_ ((AS+od)—3AS—S/(ZS+2a)L—S/2PhX,AS—S/(25+2a)L—S/2PhX>’
(5.14)
||R§A;S/(25+2a)L—s/2Phx||2
_ <(As T (XI)73A;5/<2”2“)L’5/2Phx, (As +(xI)71A;5/<2”2“)L’S/2Phx),
we see that
||R§/2A§S/(25*2“)L’S/2Phx||2
_ 0(||R¢2,(A;5/<2”2“)L’5/2Phx|IZ
(5.15)

-3

+ ((Ag+ o) A/ @S2 =52y 3 A (Ag+ I) T AT/ (2542a) [ ~5/2py xc)

_ (x||R§A;S/(2”Z“)L’3/2Phx|IZ+||A?/(23*2“>R§L’3/2Phx||2.
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Also, we have
|\Rg‘A;S/(ZHZ“)L‘S/ZPhﬂ|4

_ [(RE(A;S/(25+2“)L_S/2P1,LX,Rg(AS_S/(ZH'zu)L_S/zPhX)]2

= [(RY/2A;S/@s2a) [ =52, . R3/2 -5/ @2s42a) [ =512y ) ]2 (5.16)
< ||R§/2As—s/(2s+2a>L—s/2PhX||2|’Rz/zAS—s/(2s+2a>L75/2Phx||2.
Hence,
%(F(cx,x)) = 0. (5.17)
To prove the last part of the theorem, we observe that
O [[REATS/ B2 L =512y x| | — F (e, x)
B 0(2||R§A5_S/(2S+2“)L’S/2Phx||2 _ (x||R?></2As_5/(25+2a)L75/2Phx||2 (5.18)

[[REAS* 20 L =s/2py x|
We note that

0(2||R§A;5/(23+2u)L—5/2PhX||2 _ O(<Rg(AS—s/(25+2a)Lfs/2Phx, O‘RaAS—s/(ZSJrZa)LfS/ZPhx),

o(|~R§/2A;5/(25+2a)L—S/2Phx||2 _ o(<R3‘AS—S/(25+2(l)L—S/2Phx,A;S/(25+2a)L—S/2Phx>_

(5.19)
Since
XRy—1=AsRy = RyAs, (5.20)
it follows that
o®||[RZA;S/CsH2A) [ =512 Py x| | - F (e, x)
_O(<R§A;s/(25+2u)L_5/2Phx,ASRD(A;S/(ZSJrZa)L_S/zPhx)
= RzAfs/(ZSJrZu)L,S/ZPhX
s IRe s , I (5.21)
| e AR L2
[[RGAS 220 L=si2py x|
<0
so that
) A—S/(25+2a)L,S/2P
F(O(,X) > 0(2||R§‘AS_S/(ZS+2a)L_S/2PhX|| > 0(2 || S hXH (5.22)

(||As||+0‘)2
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Also, we have

(x<R{XA;S/(23+2a)L_S/2PhX’RE(AS—S/(ZSJrZu)L_S/zPhX)
HRLZXA;S/(ZHM)L_S/ZP}LX<| (5.23)

< | |Ru A BST2OLS12 Py x|

F(o,x) =

Hence

2
(m) ||AS—S/(25+2a)L—S/2Pth <F(ea,x) < 0‘||R0(A5_5/(25+2a)L_5/2PhX||. (5.24)

From this we can conclude that
limF(e,x) =0, lim F(e,x) = |[Ags/Gstea)=s/2py x||. (5.25)
o— — 00

This completes the proof. O

For the next theorem, in addition to (5.1), we assume that the inexact data y satisfies
the relation

[[A;s/Cst2@) [ =512 Py $|| = b + dh. (5.26)
This assumption is satisfied for small enough h and 9, if, for example,
(b+f())5+(d+csf(9)IxIh < Fs)lvl, (5.27)
where f(s) = f(—s/(2s+2a)), because
1P|l = |1l = [[(I = Pn) A%[| - 3, (5.28)
and by (5.7),
A2 L2 py || = f ()P |- (5.29)

Now the following theorem is a consequence of Theorem 5.1.
THEOREM 5.2. Assume that (5.1) and (5.26) are satisfied. Then there exists a unique
o= x(0,h) satisfying
F(,y)=b6 +dh. (5.30)

In order to obtain an estimate for the error ||X — Xl with the parameter choice
strategy (5.30), we will make use of (3.31). The next lemma gives an error estimate for
[X«lls in terms of & = x(5,h), 6, and h.

LEMMA 5.3. Let ox:= x(0,h) be the unique solution of (5.30). Then for any fixed T > 0,

IXalls < ca(6+n) T ot (5.31)
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where
cazmax{b+g(s),c+cslXlgs) gyl (5.32)

with g(s) :=g(—s/(2s+2a)).
PROOF. By (3.30), we have

|Zalls < [ILPRaL™"2 || < F 1 (s) o M| atR o AL P +200 =512 5|, (5.33)

To obtain an estimate for ||aRxAs* > ™Y L-5/25 ||, we will make use of the moment
inequality (2.17). Precisely, we use (2.17) with

u=1, v=1+T, B=0oRy, Xx=o TRy TA /G525 (5.34)
Then, since
Il < [l 20125 < g (55 ), (5.35)
we have
[loR oA B2 L2 3|
_|IBTx]| < |<BT+IXHT/(T+1) ||| M/ (T+D) (5.36)

2p2 /(2s+2a) 7 —s/2 || T/ (T+1) ) A
= REA SN eSTe) [ =Se ) ( ) y ] .
|lo"REAS I [g Pi12a 1]

Further, by (5.21),
lo@RGA /221 =525
< [[o®REAT I F 2 OL= 2 (1= Pp) || + || 6@ REATS B2 L2 Py 3|
=GO =Pn) ||+ Fle,3) (5.37)
< GOI[[[I=Pn) (7 = +[[(I = Pn) AR|[] + F (e, 7)
<g(s)[6+cslIXllh] +F(e, 7).
Therefore, if «:= x(9,h) is the unique solution of (5.30), then we have

[|o®R2A;S/ 20 =512 || < (b + G (s5))5+ (d+F(s)c3l|X])h. (5.38)

Now the result follows from (5.33), (5.36), (5.37), and (5.38). O

LEMMA 5.4. Suppose that X belongs to H; for somet < s, and «:= x(6,h) > 0 is the
unique solution of (5.30), where b > g(s) andd > c3|| x| (s) withg(s):=g(—s/(2s+2a)).
Then

o - min{b-g(s),d—c3|xg(s)}

xX>cC 5(s+a)/(t+a),
0 g((s—2t)/(2s+2a))p

(5.39)
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PrOOF. Note that by (5.23), Proposition 2.1, and (2.18), we have

F(x,¥) < 0(’|RaA;S/(2s+2a)Lfs/2Ph5,||
< o [Ra AT/ B2 L2Py (3 )|
+ o [RoAG B F2OLT2 (P = 1) y [+ o [Ra AT B2V AL ]|
< &f[Ra A B0 L= Py (37— )|
+ O(HRO(A;S/(ZHZ“)L75/2 (Ph —I)y|| + (X||RaA§s+2a)/(25+2a)LS/2)2.’|
< o [Ra AT/ B2 L 2Py (3~ )|
+ & [Ra A 2O L2 (P — ) || + o [R AL () Alsm2D sr2a) /2 2|

< g(s) [5+C3||)A(||I’l] + ||0(R0(A£t+a)/(s+u)“ ||A§S_2t)/(25+2a)L5/2)A€H

<g(s)[6+cslRNn] +g< s-2t )M(me_

2s+2a
(5.40)
Thus
; s _ cl A s-2t (t+a)/(s+a)
min{b - 3(5),d s 113 ()5 +h) = g (5o L (54D
which implies
in{b-g(s),d-c3lxlg(s)}
&= co(S+h)sTo/tra) = o~ min { 5.42
0(0+h) 0 g((s—2t)/(2s+2a))p (>.42)
This completes the proof. |
THEOREM 5.5. Under the assumptions in Lemma 5.4, for any fixed T > 0,
[|[Xa—Xanl| < c5(8+h)E, (5.43)

where

T s s+2a 1\ §/s+a) 1
=T 2 2r2a Y Cszcc‘*f(z) maX{g(‘M’ (5.44)

with

(5.45)
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PrROOF. Note that by (3.31) and Lemmas 5.3 and 5.4,

chu_fca,hn
1 —s/(s+a)

=/(3)
1

—s/(s+a) 1 . )
< Cf(z) max {g (E) ha/Z, al/zh—s/z}C4o(—a/(25+2a)hsa—l (5 + h)'r/(-r+1)

CI)(S, h, 0() o(—a/(25+2a) hSH)leHS

1 —s/(s+a)
<cf(3)

max {g (%) h(s+u)/2a—1/2, 1}C4(x7u/(23+2a)—1/2h5/2(5+ h)-r/('r+1)

—s/(s+a) 1
< Cf(E) max{g<§> (6+h)(s+a)/2—(s+a)/(2t+2a), 1}

X a8+ h)-r/(-r+1)+s/2—a/(2t+2u}—(s+u)/(2t+2a)

1 —s/(s+a) 1
< Cf(E) max SLg <§> , 1}C4(5+ h)‘r/(‘r+1)+3/27a/(2t+2a)—(5+a)/(2t+2a)+y_
(5.46)
This completes the proof. O
THEOREM 5.6. Under the assumptions in Lemma 5.4,
[|[X = xal| = O((5+ ) (D), (5.47)
PROOF. Since x4 is the solution of (2.22), we have
X-xa=%—(A+al) 'y
=L~ (Ag+od) 'L 2% (5.48)
= oL™?Ry L2 %.
Therefore, by (5.7), we have
s . N
f<25+2a>||x—x[x|| < ||ocAs/ 22 R 1525, (5.49)

To obtain an estimate for ||xAY®*?¥ R, L5/2% ]|, first we will make use the moment
inequality (2.17) with

t -
, v=1+ E’ B= O(RaASa/(S+u), x = (Xl_t/aR(]x_t/aAﬁs_Zt)/(2S+2a)LS/2X.
(5.50)
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Then, since

(s—2t)/(2s+2a) [ 5/2 % ﬂ) $/20 ( s—2t )
lx ] < A s =g (S0 Isl e < a (550 e,

we have

||O(A§/(2s+2a)RD(LS/2)AC||
= |IB*/%x]]
< [|Br T e et

< ||a2R§A§2a+S)/(2S+2a)LS/25€.{|t/(t+“) HxHa/(Ha)

_ - t/(t+a)
< ||0(2RE(A5 s/(25+2a)L s/2y|| HXHa/(Ha)

s—2f \/ra) , . e
< al(t+a)|| g2 R2 A=S/(25+2a) [ =s/2 H(t+a)
_g<2s+2a) pU [0 RG A i

Further, by (5.2), (5.7), and (5.21),

||(X2Rg(A;s/(Zs+2a)L7s/2y||
< ||O(2R§A;S/(ZS+2(1)L73/2(J/_5/)|| + ||‘X2R3A;S/(ZS+2(1)L75‘/2 (I_Ph)j“/H

+ ||(XZRiAS_S/(ZS+2a)L_S/2Ph5/||

s ) )
Sg<_ 2S+2a)(5+C3||x||h) +F(a, 7).

Therefore, if & := x(9,h) is the unique solution of (5.30), then we have
|o?REASS /B +20 L =512y < [§(s) +b]6 + [ (s)csll% ] +d]h.

Now the result follows from (5.49), (5.52), (5.53), and (5.54).

THEOREM 5.7. Under the assumptions in Lemmma 5.4, for any fixed T > 0,

" - . t
[|% —Xan|| < c6(S+R)H, p:= mln{m,g}

for some cg > 0, and C as in Theorem 5.5.

1991

(5.51)

(5.52)

(5.53)

(5.54)

(5.55)
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PROOF. Let x4 and X, be the solutions of (2.22) and (2.23), respectively. Then by
triangle inequality, (5.4), and Proposition 2.1,

[|% = Xl
<||% = xal |+ [[xX0 = Xal| + | Xa = Xonl|

= [1% = xal [+ [IL72RaL™"2 (= )| +[[ %o = Rall

- 1 _ - - -
< ||X—xo<||+mHAf/(Z”Z“)RaL 2y =)+ | Z o= Zeonl|
N 1 _ oa) r — - - .
< ||X—Xo<||+m||A§/(”“)RaAss/(2”Z“)L P2y =)+ | Zo = Zanl|
. 1 _ . _ - - -
< ||x—x¢x||+mHAf/(”“)RuH||ASS/(25+2“)L 2y =)+ 1% e = Xl
- g(=s/(2s+2a)) ¢ _4isia) L 11e o
<||% Xo‘||+—f(5/(25+2a)) S + 1% — Xen]]
- —s/(2s+2a _ - -
SHX—xaH"‘W(O“F}Ua D | o= K-
(5.56)
The proof now follows from Lemma 5.4 and Theorems 5.5 and 5.6. |

COROLLARY 5.8. Ift, s, a satisfy max{0,1 —a} <t < s and T is large enough such
that

K 1 1
y+§[1_t+a]21’+1, 7
then
1% = %anl| < c6 (5 + )t/ T+ (5.58)

with cg as in Theorem 5.7.

PROOF. Let C, u be as in Theorems 5.5 and 5.7, respectively. Then we observe that

t . Ky 1 1
R S o LR B (5-59)
Hence the result follows from Theorem 5.7. |

6. Order optimality of the error estimates. In order to measure the quality of an
algorithm to solve an equation of the form (2.1), Micchelli and Rivlin [12] considered
the quantity

e(M,8) :=sup{llxll:x €M, |Ax| < &} (6.1)
and showed that

e(M,0) <E(M,d) <2e(M,0), (6.2)
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where
E(M, ) =irl%fsup{||x—Rv|| :x €M, veH, |Ax-v| <6} (6.3)

is the best possible worst error. Here the stabilizing set M is assumed to be convex
such that M = —M with 0 € M (see also, Vainikko and Veretennikov [22]), and infimum
is taken over all algorithms R : Y — X. Since H is a Hilbert space and A is assumed to
be selfadjoint and positive, we, in fact, have (cf. Melkman and Micchelli [11])

e(M,5) =E(M,9). (6.4)
Now using the assumption (2.18), and taking » = —a, A = 0 in the interpolation
inequality (2.15), we obtain
t/(t+a)
]l < e 28 @ e ¢/ < (@) Ix I x € Hy. (6.5)
1
Therefore, for the set
M, ={x:lxl: < p} (6.6)
with a fixed t > 0, p > 0,
S t/(t+a)
e(Mt’p,(S) =< (?> pu/(t+a). (67)
1

It is known that the above estimate for e(M;,y, ) is sharp (cf. Vainikko [21]). In view of
the above observations, an algorithm is called an optimal order yielding algorithm with
respect to M; , and the assumption (2.18), if it yields an approximation X corresponding
to the data y with ||y — || < § satisfying

% -%|=0(s" %)), x eH;. (6.8)

Clearly, Corollary 5.8 shows that if h = O(0) and if max{0,1 —a} <t <s and T is
large enough such that

Ky 1 1
Shio 2 |s .
y+2[ t+a]>T+1' (6.9)

then we obtain the optimal order.

7. Applications. For r > 2, denote by Sj, the space of rth-order splines on the uni-
form mesh of width h = 1/n, that is, Sj, consists of functions in C"~'[0,1] which are
piecewise polynomials of degree  — 2. For positive integers s, let HS denote the Sobolev
space of functions u € CS~1[0,1] with u*~! absolutely continuous and the norm ||u|| gs
defined by

s 1/2
ull = (ZWH) wers, -
i=1



1994 S. GEORGE AND M. T. NAIR

Then Sy, is a finite-dimensional subspace of H"~! which has the following well-known
approximation property (cf. [1]): for u € HS, s € N, there is a constant K (independent
of h) such that

inf lu-@ly < kh™S T ullys, ueH, je{0,1}, (7.2)
PESH
so that assumption (2.32) is satisfied. We take L as in (2.19), that is,

Lx:= > j*{x,uj)u;, (7.3)
i

where u(t) := +/2sin(jrt), j € N, with domain of L as

D(L):= {xELZ[O,l]:zj4|(x,uj)|2<oo}. (7.4)

Jj=1

In this case, (H;):er is given as in (2.21). It can be seen that

H = {xELZ[O,l] > () P < oo}

Jj=1 (7.5)

= {x € H2(0,1): x?D(0) = xV(1) =0, 1= 0,1,..., [t— ﬂ}
where [p] denotes the greatest integer less than or equal to p. We observe that H? =
L%[0,1], and for s € N, H, C H".

Now, let A:L2[0,1] — L2[0,1] be a positive selfadjoint operator. Then we have

[A(I-Pp)|| = [[(I-P)A|| = sup inf [|[Au—ql]. (7.6)
lull<1@eSy
Hence, by (7.2),
|A(I=Pp)|| < kh™@ ) sup Il Autl|ps. (7.7)
ull<1

From the above inequality it is clear that if Au € Hy for every u € L?[0,1], and if
A:L1%[0,1] — H, is a bounded operator, then there exists a constant ¢ such that

[|A(I-Pp)|| < kChmin(sT) (7.8)

so that (5.2) is satisfied.

Now, we consider the case of an integral operator, namely (2.4), having all its eigen-
values nonnegative, and k(&,t) = k(t,&) for all (&,t) € [0,1] x [0,1] is such that it
is differentiable s times with respect to the variable & with its sth derivative lying in
L2[0,1]. For example, the integral operator may be the one associated with the back-
ward heat equation problem considered in Section 2.

Now,

di (PR D)
gEAw®=| 2

u(t)dt (7.9)
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so that

2
dt dg. (7.10)

i

N 1,1
Awlgs < Iklloslull with ||k||o,s:2j j
i=070 70

0'k(t,&)
08

Thus we get (7.8) with ¢ = [[klo,s.
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As a multidisciplinary field, financial engineering is becom-
ing increasingly important in today’s economic and financial
world, especially in areas such as portfolio management, as-
set valuation and prediction, fraud detection, and credit risk
management. For example, in a credit risk context, the re-
cently approved Basel II guidelines advise financial institu-
tions to build comprehensible credit risk models in order
to optimize their capital allocation policy. Computational
methods are being intensively studied and applied to im-
prove the quality of the financial decisions that need to be
made. Until now, computational methods and models are
central to the analysis of economic and financial decisions.

However, more and more researchers have found that the
financial environment is not ruled by mathematical distribu-
tions or statistical models. In such situations, some attempts
have also been made to develop financial engineering mod-
els using intelligent computing approaches. For example, an
artificial neural network (ANN) is a nonparametric estima-
tion technique which does not make any distributional as-
sumptions regarding the underlying asset. Instead, ANN ap-
proach develops a model using sets of unknown parameters
and lets the optimization routine seek the best fitting pa-
rameters to obtain the desired results. The main aim of this
special issue is not to merely illustrate the superior perfor-
mance of a new intelligent computational method, but also
to demonstrate how it can be used effectively in a financial
engineering environment to improve and facilitate financial
decision making. In this sense, the submissions should es-
pecially address how the results of estimated computational
models (e.g., ANN, support vector machines, evolutionary
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