
IJMMS 2004:21, 1121–1132
PII. S0161171204211012

http://ijmms.hindawi.com
© Hindawi Publishing Corp.

REFLECTION CURVES—NEW COMPUTATION
AND RENDERING TECHNIQUES
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Reflection curves on surfaces are important tools for free-form surface interrogation. They
are essential for industrial 3D CAD/CAM systems and for rendering purposes. In this note,
new approaches regarding the computation and rendering of reflection curves on surfaces
are introduced. These approaches are designed to take the advantage of the graphics li-
braries of recent releases of commercial systems such as the OpenInventor toolkit (devel-
oped by Silicon Graphics) or Matlab (developed by The Math Works). A new relation between
reflection curves and contour curves is derived; this theoretical result is used for a straight-
forward Matlab implementation of reflection curves. A new type of reflection curves is also
generated using the OpenInventor texture and environment mapping implementations. This
allows the computation, rendering, and animation of reflection curves at interactive rates,
which makes it particularly useful for industrial applications.
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1. Introduction. My interest in the subject of reflections arose during the time I

spent at the Mercedes Benz company as a CAD/CAM system analyst and programmer.

Reflection curves (RCs) on surfaces are important tools in CAD/CAM systems. In the

automobile industry, “reflection lines” (RLs), a special case of RC, correspond to the

reflection of a set of parallel linear lights placed in the vicinity of the car body, as can

be seen in Figure 1.1. Several other impressive images can be found on the homepage

of Dassault Systems and the CAD/CAM system CATIA.

In the CAGD literature (the theory behind the algorithms that are used for the devel-

opment of CAD/CAM software systems), Klass (see [6]) was one of the first to describe

an industrial implementation of RLs in the CAD/CAM system SYRKO developed by

Mercedes Benz. In the meantime, RLs are implemented in several industrial CAD/CAM

systems.

Another important reflection issue in the automobile industry is the display of the

reflections of the dashboard lights on the windshield in the dark. A simple approach

is to view the dashboard as a plane surface and the lights as primitive curves like

ellipses, circles, and line segments and neglect their width. Even though we will not

deal with dashboard reflections here, they can be analyzed with techniques similar to

those included in this note.

Physically accurate RCs or RLs require a considerable implementation effort due to

the complicated mathematical algorithms which are needed. A series of other related

concepts like isophotes (see [11]), a different type of RLs introduced by Kaufmann and
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Figure 1.1. Reflections. Photo courtesy of the DaimlerChrysler company.

Klass (see [5]), or highlight lines (see [1, 2]) were implemented in CAD/CAM systems.

These objects are mathematically less complicated and easier to implement; they are

also useful surface interrogation tools. All types of RLs are important characteristic

curves on surfaces and their smoothness and curvature properties (see [12]) give infor-

mation about the overall quality of the underlying surface.

In this note, several new approaches to RCs and RLs and related concepts are in-

troduced. These approaches are all designed to take the advantage of the graphics

packages included in recent releases of the OpenInventor toolkit (see [13]) or in Matlab

(see [9]). First, “physical reflection lines” (PRLs) are reviewed and a new implementation

in Matlab is outlined. Next, a type of simplified “raytracing reflection lines” (RRLs) and

a straightforward Matlab implementation are presented.

Next, we describe a new way of viewing RLs (which are curves on a surface) as contour

curves (contour reflection lines) (CRLs) of a certain function defined in the parameter

domain of the surface. This function captures the significant geometric information

of the scene (surface, curve, and viewpoint). One advantage of this new method is the

fact that contour curves are well-known tools and extensively used in rendering, and

several robust computation algorithms are available (see [1] and the references therein).

For our implementation, we use the contouring routines in Matlab.

Finally, a new type of RLs is introduced by a combination of texture and environment

mapping, leading to what we will call “texture reflection lines” (TRLs). We were inspired

to introduce this new type of RLs by the graphical features provided in the OpenInventor

toolkit. The OpenInventor seems to become the new industrial standard in graphics

development and rendering. Its features enabled us to implement the computation,

rendering, and animation of RLs at interactive rates, which is particularly interesting for

industrial applications. Though TRLs look quite straightforward from the theoretical

point of view, they were considered useful by practicioners in an early experimental

stage of a new release of the reflection software.

State-of-the-art graphics hardware is OpenGL accelerated and handles reflections by

efficient raytracers.
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Figure 2.1. The geometry of reflection.

The use of Matlab and OpenInventor has been employed in order to reduce the im-

plementation time of the various concepts. Future research will also address the eval-

uation of these methods regarding their suitability for the correction (see [2, 6, 7, 10])

and aesthetical analysis of RLs.

2. The reflection equation. Figure 2.1 shows a viewpoint/camera point A, a light

point P on a light line, the corresponding reflection point R, and the normal �RN to the

surface. We will briefly review the derivation of the reflection equation described in [4].

The condition of reflection in the sense of geometrical optics is

α= β, (2.1)

where α = N̂RP , β = N̂RA. We will also use the following notation in this section:

�a= �RA, �p = �RP , and �n= �RN.

Start by setting cosα= cosβ. Then we have

�p · �n∣∣�p∣∣∣∣�n∣∣ =
�a· �n∣∣�a∣∣∣∣�n∣∣ . (2.2)

The following relation holds for the three planar unit vectors:

�p∣∣�p∣∣ +
�a∣∣�a∣∣ = µ

�n∣∣�n∣∣ (2.3)

for some real scalar µ.

It follows that

�p · �n∣∣�p∣∣∣∣�n∣∣ +
�a· �n∣∣�a∣∣∣∣�n∣∣ = µ, (2.4)

where by “·” we denote the scalar product of vectors.
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Combine (2.4) and (2.2) to get

µ = 2
�p · �n∣∣�p∣∣∣∣�n∣∣ = 2

�a· �n∣∣�a∣∣∣∣�n∣∣ , (2.5)

and substitute into (2.3) to derive the “reflection equation”

�p∣∣�p∣∣ +
�a∣∣�a∣∣ = 2

�a· �n∣∣�a∣∣∣∣�n∣∣ ·
�n∣∣�n∣∣ . (2.6)

The reflection equation can be approached in several different ways. This will be

detailed in the following sections. In Section 3, the equation is treated as a nonlinear

equation. Section 4 uses a simplified type of raytracing and linear algebra to generate

the RLs. The theory of these first two sections is well known. However, the implemen-

tation in a higher programming language as Fortran or C/C++ is quite time consuming.

We report on fast and straightforward implementations, which take advantage of Mat-

lab’s built-in matrix-oriented computations and 3D graphics. Hereby, the stage is also

set for Section 5, which is dedicated to a new approach to RLs based on implicit curves

and the countour functions in Matlab. Finally, Section 6 offers an approach to and an

implementation of a type of RLs generated by texture and environment mapping using

the OpenInventor graphics package developed by Silicon Graphics.

3. Physical reflection lines (PRLs). In real physics, the ray travels from the light

source P to the eye A after being reflected on the surface. In this approach, the points

P and A are considered known and the reflection point R has to be computed.

We assume that the surface is given in parametric form �r = �r(u,v). Then the three

vectors involved in the reflection scene can be represented as �n= �n(u,v), �p = �p(u,v),
and �a= �a(u,v), and the reflection equation as the nonlinear equation

h(u,v) := �p∣∣�p∣∣ +
�a∣∣�a∣∣ −2

�a· �n∣∣�a∣∣∣∣�n∣∣ ·
�n∣∣�n∣∣ = 0. (3.1)

To solve this equation in a numerically stable manner, we transform it into a nonlin-

ear minimization problem.

Define f(u,v) := |h(u,v)|2. Then (3.1) is equivalent to the minimization of the non-

negative scalar function f(u,v).
This method provides physically “correct” reflections. However, the computation re-

quires the solution of nonlinear minimization problems of two variables for light points

P on the parallel light lines. Then the reflection points R usually have to be fitted to an

approximating spline curve (of the RL) on the underlying spline surface. In industrial

CAD/CAM systems, the approximating spline is needed for the purpose of subsequent

geometry processing (such as surface smoothing by the correction of the RLs). This

requires a tracing routine of the reflection points and a spline approximation routine.

The programming effort in a higher programming language such as Fortran and C/C++

is considerable. An implementation in the CAD/CAM system SYRKO of the Daimler-

Chrysler company was extensively used in the design of Mercedes automobiles.

If only the simulation of the RLs by the display of a set of reflection points corre-

sponding to a fine sampling of light points is desired, then at least a visual inspection of



REFLECTION CURVES . . . 1125

the RLs is possible with a reasonable implementation effort. This is especially straight-

forward if a “very high programming language” such as Matlab is employed: the built-in

minimization routine fmins can solve the reflection equation (3.1) with a degree of accu-

racy which obviously depends on the quality of the Matlab routine and the considered

test surfaces. The routine fmins uses a Nelder-Mead simplex search and allows tol-

erances (for the free vector variable and the function) and the maximum number of

iteration steps as inputs (see [9]).

4. Simplified raytracing lines (RTLs). We consider a sample of points R on the sur-

face. We trace back the rays �AR from the eye/camera point A to the sample points R
and check if the reflected rays �RP hit one of the light lines in the light plane. If this is

the case, the tested sample point R is a reflection point of that particular light line and

hence belongs to the corresponding RL. If the sampling of the surface is dense enough,

we can simulate the RLs by marking the points on the surface that pass the intersection

test between the rays and the light lines.

A ray �RP starts in R and has a direction �s that can be derived from the reflection

equation (2.6):

�s = �p∣∣�p∣∣ = 2
�a· �n∣∣�a∣∣∣∣�n∣∣ ·

�n∣∣�n∣∣ −
�a∣∣�a∣∣ . (4.1)

Consider also a point B on a light line with direction �c. Then the 3D distance between

the ray and the light line (regarded as lines) is

d=
∣∣(�s× �c)·�b∣∣∣∣�s× �c∣∣ , (4.2)

where �b = �RB (by “×”, we denote the cross product).

Because A, R (and N) are considered known in this setting, the computation of the

distance d using (4.1) and (4.2) is a straightforward linear algebra. The intersection test

ray/light line should be d≤ eps, where eps is some tolerance or the radius of the light

line (which is usually a cylinder).

Note that in this simplified raytracing approach, we do not consider an image plane

and multiple reflections. This is reasonable when we focus our attention on the surface

alone and not on the entire scene, and also if the topology of the surface is not very

“exotic.” The RLs obtained in this way do not have of course the quality of the excellent

commercial or public domain raytracers, but still reveal qualitative information about

the surface, while keeping the implementation effort and the computation time to a

minimum. The implementation is particularly straightforward in Matlab due to the array

data structures generated by a rectangular sampling of the surface. Using Matlab’s built-

in operations for higher-dimensional arrays (available since Matlab Release 5) and the

routines for sparse matrices [9], which occur in the ray/light line intersection step, the

geometric computations can be completely parallelized.

This section was also included to introduce notation and set the stage for a new

approach to RLs, which will be addressed in the following section.
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5. Contour reflection lines (CRLs). As in Section 4, we suppose that A, R(u,v) (and

N(u,v)) are known for (u,v) in the parameter domain of the surface. In this section,

we will use an orthogonal coordinate system with the origin in O(0,0,0) and the di-

rections of the axes �ı = (100)′, � = (010)′, and �k = (001)′. Vectors �x = (xyz)′ will

be represented in this basis as �x = x�ı+y�+z�k and the corresponding points X with

�x = �OX as X(x,y,z). This will keep the subsequent computations simple and the re-

sults as explicit as possible.

Consider now the parametric equation of the plane of the light lines (“light plane”)

z = z0 = constant:

�x = x�ı+y�+z0
�k, x,y ∈R. (5.1)

The light lines are situated in the light plane parallel to the y-axis, with x = c. Their

parametric equation is

�xc = c�ı+y�+z0
�k, y ∈R. (5.2)

Denote the vector �OR by �r = �r(u,v).
Follow the ray �AR to the surface. When the ray hits the surface in R, it will be reflected

to a ray with the parametric equation

�x(u,v)= �r(u,v)+t�s(u,v), t ∈R, (5.3)

where the direction �s = �s(u,v) is given by the right-hand side of (4.1).

The intersection point P(u,v) of the ray (5.3) with the light plane (5.1) can be de-

termined by solving the linear equation �x(u,v)= �xc (all the vectors are known at this

time, while t or y needs to be determined),

�r(u,v)+t�s(u,v)= c�ı+y�+z0
�k. (5.4)

Equation (5.4) has a unique solution �OP = �p(u,v) for all R(u,v) for which the plane

(5.1) and the ray (5.3) are not parallel. This is the case when �s(u,v)·�k≠ 0. We compute

the solution.

By (scalar) multiplication of the vector equation (5.4) with the basis vector �k, we have

�r �k+t(�s�k)= z0. (5.5)

From (5.5), we determine the intersection parameter

t = z0− �r �k
�s�k

, (5.6)

and from (5.3), the intersection

�p = �r + z0− �r �k
�s�k

�s. (5.7)

Now, if the intersection point P lies on one of the light lines x = c, that means that

the corresponding point R belongs to the RL of that particular light line. This is the
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case when the x-coordinate of P is equal to c, that is, x = �p�ı= c. Using the expression

for �p found in (5.7), this means

x = �r�ı+ z0− �r �k
�s�k

(
�s�ı
)= c. (5.8)

This equation can be rewritten as

(
�r�ı
)(
�s�k
)−(�r �k)(�s�ı)+z0

(
�s�ı
)

�s�k
= c,

(
�s× �r)�+z0

(
�s�ı
)

�s�k
= c,

(5.9)

or finally

[
�s�r�

]+z0
(
�s�ı
)

�s�k
= c, (5.10)

where by [�x �y�z]= (�x× �y)· �z, we denote the mixed product of three vectors.

The implicit equation (5.10) represents the preimage of the RL corresponding to the

light line x = c in the parameter domain of the parametric surface. It can be viewed as

a contour line of the function on the left-hand side of (5.10). Hence the following new

result can be stated.

Theorem RL. The RL of the “light line” x = c situated in the light plane z = z0 is the

image of the mapping of the implicit curve f(u,v) = c from the parameter domain of

the surface to the surface. The function f(u,v) is defined by

f(u,v)=
[
�s�r�

]+z0 ·
(
�s�ı
)

�s�k
, (5.11)

where �r = �r(u,v) is the parametrization of the surface and �s = �s(u,v) is defined in

(4.1).

Loosely speaking, the following interesting statement can be made.

Corollary 5.1. The RLs of the light lines x = c are the contour curves f(u,v)= c.

Figure 5.1 shows five RLs in the parameter domain of the surface. Note that some

RLs split into two parts. Figure 5.2 displays the real RLs after the mapping from the

2D parameter domain to the surface in 3D domain. For the generation of these figures,

we used a Matlab program that generates an RL which passes through an interactively

given point on the surface. The five points corresponding to the five RLs and their

counterparts in the parameter domain are also displayed in the two figures.

By reasoning in a similar way as in the derivation of (5.8) and the subsequent re-

finements, we can also determine an expression for y = �x� and state a more general

result for the reflection of implicit curves on a parametric surface. Suppose the curve

is given by an implicit equation of the type g(x,y) = c in the light plane z = z0. Then

the following new result holds.
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Figure 5.1. RLs as contours in 2D domain.

0.8
0.6
0.4
0.2

0
3

2.5
2

1.5
1

0.5
0 0

0.5
1

1.5
2

2.5
3

Figure 5.2. RLs on the surface.

Theorem RC. The RC of the “light curve” g(x,y) = c situated in the light plane

z = z0 is the image of the mapping of the implicit curve f(u,v)= c from the parameter

domain of the surface to the surface. The function f(u,v) is defined by

f(u,v)= g
([
�s�r�

]+z0
(
�s�ı
)

�s�k
,
[
�r�s�ı

]+z0
(
�s�
)

�s�k

)
, (5.12)

where �r = �r(u,v) is the parametrization of the surface and �s = �s(u,v) is defined in

(4.1).

Example 5.2. The reflection of the circle x2+y2 = c2 (e.g., the speedometer on the

dashboard of a car) is the mapping of the implicit curve

([
�s�r�

]+z0
(
�s�ı
))2+([�r�s�ı]+z0

(
�s�
))2 = c2 ·(�s�k)2

(5.13)

from the parameter domain to the surface (e.g., the windshield of the car).
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Remarks. (1) The geometry of the scene is captured by the function f(u,v) which

depends on the surface parametrized by �r = �r(u,v), the viewpoint A contained in the

expression of �s (see (4.1)), the direction of the light lines �, and the light plane with the

normal �k. The result can be easily generalized for more general directions of the light

lines and the light plane; the function f(u,v) will be a little more complicated in this

case.

(2) The result that “RCs are contour curves” is interesting from a theoretical point

of view. For practical purposes, it is particularly useful due to the possibility of im-

plementation of available numerical contouring algorithms (see [1] and the references

therein). An even more straightforward implementation is possible in Matlab; by using

the built-in contourc and contour Matlab functions for the computation and the ren-

dering of the contour curves, we obtain the desired RCs on the surface. Figures 5.1 and

5.2 were generated with a Matlab program implemented by Ulrich Reif.

6. Texture reflection lines (TRLs). We were inspired to investigate this type of RLs

as a surface interrogation tool by the graphical features included in the OpenInventor

toolkit [13] developed by Silicon Graphics. This analysis uses the OpenInventor texture

and environment mapping implementation and has some kind of experimental flavour.

Though this approach is trivial from the theoretic point of view, it has not been used

extensively in industrial implementations of RLs yet. Some practicioners used it in an

early stage of surface interrogation. Kinks were detected quite accurately and that was

our main purpose.

Roughly speaking, our OpenInventor program works like this. First, a set of big cir-

cles are generated on an “environment” sphere using texture mapping (by “projection”

of a texture of parallel lines). The north pole of the sphere is situated in the upper

part of the scene. This pattern is then “projected” on the geometry within the sphere

environment (e.g., the surfaces) by environment mapping. (See [8] for details.) The pro-

gram was developed under Windows and ported to UNIX (tested on SGI IRIX and HP-

UX).

The pictures in Figures 6.1 and 6.2 show TRLs on C1 and C2 rotation surfaces. The

generating curves of the surfaces were created by cubic C1 and C2 point interpolation

[3]. The topology of RLs is sometimes intriguing and not easy to comprehend, particu-

larly for this type of RLs; the main issue, however, is their sensitivity to the smoothness

of the surface, which is revealed by the existence or nonexistence of kinks for the C1

and C2 surfaces, respectively.

The display of the differences between C1 and C2 continuity depends on the quality

of the OpenInventor texture mapping implementation [8]. In some cases, the results are

not always convincing to a visual examination. They can be emphasized by zooming

relevant regions and viewing them from an appropriate direction. This applies particu-

larly to kinks. Kinks of the TRLs can be seen in the left upper part of the C1 surface in

Figure 6.1; none are seen on the TRLs of the C2 surface in Figure 6.2 as expected. These

differences can be emphasized even more in our program by toggling between the two

figures (actually by toggling the interpolation method).
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Figure 6.1. RLs with kinks.

Figure 6.2. Smooth RLs.

7. A brief comparison of methods. Several tests showed that the Matlab-based so-

lutions are more accurate, particularly the one using the main result of this note: “RCs

are contour curves.” For the implementation, we took great advantage of the Matlab li-

brary function contourc. The OpenInventor solution is accurate in the large, being able

to detect kinks for most of the tested surfaces. But it did not perform as good as the

Matlab-based solution. It seems desirable to combine the strengths of the OpenInven-

tor graphics with the above-mentioned mathematical result. Therefore, I recommend

an OpenInventor (C++) implementation of RLs as contours of the function(s) given in

Theorems RL and RC.

8. Conclusion. In this note, a series of new concepts and approaches related to re-

flection lines (RLs) on free-form surfaces were presented. Physical reflection lines (PRLs)
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and simplified raytracing reflection lines (RRLs) were reviewed. New straightforward

implementations in Matlab which use built-in Matlab functions were described. A new

theoretical result was derived, which links RLs to contour curves (CRLs); this result is ap-

plied to a Matlab implementation which uses Matlab routines for the computation and

rendering of CRLs. The result can also be used for implementations based on available

contouring algorithms if a Matlab-independent environment is desired. The computa-

tional part of the Matlab program can also eventually be “translated” into C/C++ code

using the recently released Matlab to C/C++ converter and Math Library. Finally, a new

type of RLs, texture reflection lines (TRLs), is generated using the OpenInventor texture

and environment mapping implementations. This allows the computation, rendering,

and animation of reflection curves (RCs) at interactive rates in a high-end graphics en-

vironment, which makes it particularly interesting for industrial applications.

The new concepts and techniques described in this note are suited for industrial

applications in different environments and subject to various quality requirements.

Future research will eventually address the suitability of the different types of RLs for

surface smoothing and aesthetical analysis.
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cently approved Basel II guidelines advise financial institu-
tions to build comprehensible credit risk models in order
to optimize their capital allocation policy. Computational
methods are being intensively studied and applied to im-
prove the quality of the financial decisions that need to be
made. Until now, computational methods and models are
central to the analysis of economic and financial decisions.

However, more and more researchers have found that the
financial environment is not ruled by mathematical distribu-
tions or statistical models. In such situations, some attempts
have also been made to develop financial engineering mod-
els using intelligent computing approaches. For example, an
artificial neural network (ANN) is a nonparametric estima-
tion technique which does not make any distributional as-
sumptions regarding the underlying asset. Instead, ANN ap-
proach develops a model using sets of unknown parameters
and lets the optimization routine seek the best fitting pa-
rameters to obtain the desired results. The main aim of this
special issue is not to merely illustrate the superior perfor-
mance of a new intelligent computational method, but also
to demonstrate how it can be used effectively in a financial
engineering environment to improve and facilitate financial
decision making. In this sense, the submissions should es-
pecially address how the results of estimated computational
models (e.g., ANN, support vector machines, evolutionary
algorithm, and fuzzy models) can be used to develop intelli-
gent, easy-to-use, and/or comprehensible computational sys-
tems (e.g., decision support systems, agent-based system, and
web-based systems)

This special issue will include (but not be limited to) the
following topics:

• Computational methods: artificial intelligence, neu-
ral networks, evolutionary algorithms, fuzzy inference,
hybrid learning, ensemble learning, cooperative learn-
ing, multiagent learning

• Application fields: asset valuation and prediction, as-
set allocation and portfolio selection, bankruptcy pre-
diction, fraud detection, credit risk management

• Implementation aspects: decision support systems,
expert systems, information systems, intelligent
agents, web service, monitoring, deployment, imple-
mentation
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the journal site http://www.hindawi.com/journals/jamds/.
Prospective authors should submit an electronic copy of their
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