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Asymptotically mean stationary (AMS) sources (probability measures) and chan-
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1. Introduction. The purpose of this paper is to show that every extreme

point of the set of all AMS (asymptotically mean stationary) sources (probabil-

ity measures) is ergodic, but not vice versa, and to show that every extreme

point of the set of all AMS channels is ergodic, but not vice versa. Also, this

paper serves as a review of ergodicity of stationary sources, AMS sources, sta-

tionary channels, and AMS channels. So, many known results on this subject

are collected and some new results are obtained as well. We refer to Kakihara

[13] as a general reference.

Ergodicity of a stationary (transformation invariant) source has been con-

sidered and many equivalence conditions for that are known, among which is

the extremality in the set of all stationary sources (cf. Blum and Hanson [1],

Breiman [2], and Halmos [9]). As a generalization of stationarity, Dowker [3] in-

troduced asymptotic mean stationarity, which is necessary and sufficient for

that the pointwise ergodic theorem holds (cf. Rechard [15]). Gray and Kieffer

[7] studied AMS sources extensively. Kakihara [12] used a functional approach

to AMS sources and gave some necessary and sufficient conditions for an AMS

source to be ergodic.

On the other hand, ergodicity of a stationary channel was first characterized

by Shen [16, 17]. Then, Umegaki [18] and Nakamura [14] independently showed

some equivalence conditions for ergodicity of a stationary channel. Extremality

in the set of all stationary channels is one of these conditions. AMS channels

were defined by Fontana et al. [5], where they obtained some equivalence con-

ditions for a channel to be AMS (see also Gray and Saadat [8]). Kakihara [12]

gave characterizations of ergodic AMS channels. Also, Jacobs [11] defined al-

most periodic channels, a special class of AMS channels, and Hu and Shen [10]

considered their ergodicity.
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In Section 2, ergodicity of stationary and AMS sources is discussed. In Section

3, ergodicity of stationary channels is considered, where we introduce channel

operators applied to obtain equivalence conditions for that. Finally in Section 4,

ergodicity of AMS channels is treated. We recognize that equivalence condi-

tions for ergodicity in all cases are quite similar to each other.

2. Ergodicity of stationary and AMS sources. Let (X,X) be a measurable

space and let S : X → X be a measurable transformation. Let P(X) denote

the set of all probability measures on X and Ps(X) the set of all S-invariant

measures in P(X). A measure µ ∈ Ps(X) is called a stationary source. More-

over, Pse(X) stands for the set of all ergodic measures in Ps(X) and B(X) for

the space of all bounded C-valued measurable functions on X, where C is the

complex number field. The transformation S induces an operator S on B(X):

(Sf)(x)= f(Sx), f ∈ B(X), x ∈X. (2.1)

For an integer n≥ 1, we denote by Sn the operator defined by

(
Snf

)
(x)= 1

n

n−1∑
j=0

(
Sjf

)
(x)= 1

n

n−1∑
j=0

f
(
Sjx

)
, f ∈ B(X), x ∈X. (2.2)

Lp-spaces are denoted by Lp(X,µ) with the norm ‖ · ‖p,µ for µ ∈ P(X) and

p ≥ 1. For p = 2, denote by (·,·)µ the inner product. For µ ∈ P(X), we use a

notation

µ(f)=
∫
X
f dµ, f ∈ L1(X,µ). (2.3)

The characterizations of stationary ergodic sources, which are collected in

the following theorem, are known (cf. Blum and Hanson [1], Breiman [2], and

Halmos [9]).

Theorem 2.1. For a stationary source µ ∈ Ps(X), the following conditions

are equivalent to each other:

(1) µ ∈ Pse(X), that is, µ is ergodic;

(2) there exists some η∈ Pse(X) such that µ� η;

(3) if ξ ∈ Ps(X) and ξ� µ, then ξ = µ;

(4) µ ∈ exPs(X), where ex{·} is the set of all extreme points;

(5) if f ∈ B(X) is S-invariant µ-a.e., then f = const µ-a.e;

(6) fS(x)≡ limn→∞(Snf)(x)= µ(f) µ-a.e. for every f ∈ L1(X,µ);
(7) limn→∞(Snf ,g)µ = (f ,1)µ(1,g)µ for every f ,g ∈ L2(X,µ);
(8) limn→∞µ((Snf)g)= µ(f)µ(g) for every f ,g ∈ B(X);
(9) limn→∞(1/n)

∑n−1
j=0 µ(S−jA∩B)= µ(A)µ(B) for every A,B ∈ X.
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To relax stationarity, asymptotic mean stationarity is introduced. A source

µ ∈ P(X) is said to be AMS with respect to S if, for any A∈ X,

lim
n→∞

1
n

n−1∑
j=0

µ
(
S−jA

)≡ µ(A) (2.4)

exists. According to the Vitali-Hahn-Saks theorem (cf. [4, Section III.7]), µ is a

source and moreover it is stationary, that is, µ ∈ Ps(X). The stationary source µ
is called the stationary mean of µ. Let Pa(X) denote the set of all AMS sources

in P(X).
Let µ,η ∈ P(X). That η asymptotically dominates µ, denoted µ

a� η, means

that η(A) = 0 implies limn→∞µ(S−nA) = 0. The usual dominance implies the

asymptotic dominance in the sense that if µ ∈ P(X), η∈ Ps(X), and µ� η, then

µ
a� η. Although

a� is not transitive, one has that if µ� ξ
a� η or µ

a� ξ� η,

then µ
a� η. Then AMS sources are characterized as in the following theorem

(cf. [3, 7, 15]).

Theorem 2.2. For µ ∈ P(X), the following conditions are equivalent:

(1) µ ∈ Pa(X), that is, µ is AMS;

(2) there exists some stationary η∈ Ps(X) such that µ
a� η;

(3) there exists some stationary η ∈ Ps(X) such that η(A) = 0 and A ∈
∩∞n=0S−nX imply µ(A)= 0;

(4) there exists some η ∈ Ps(X) such that η(A) = 0 and S−1A = A imply

µ(A)= 0;

(5) limn→∞ Snf = fS µ-a.e. for f ∈ B(X), where fS is an S-invariant function;

(6) limn→∞µ(Snf) exists for every f ∈ B(X).
If one (and hence all) of the above conditions holds, then the stationary mean

µ of µ satisfies

µ(f)= lim
n→∞µ

(
Snf

)= µ(fS), f ∈ B(X). (2.5)

Remark 2.3. (1) We have that µ
a� µ holds for µ ∈ Pa(X). For if we assume

µ(A)= 0 and let B = limsupn→∞S−nA=∩∞n=1∪∞k=nS−kA, then

µ(B)= lim
n→∞µ

(
∪∞k=nS−kA

)
≤ µ

(
∪∞k=1S

−kA
)
≤

∞∑
k=1

µ
(
S−kA

)= 0 (2.6)

since µ(S−kA) = µ(A) = 0 for every k ≥ 1. This implies µ(B) = 0 since B is

clearly S-invariant. Now we see that

limsup
n→∞

µ
(
S−nA

)≤ µ
(

limsup
n→∞

S−nA
)
= µ(B)= 0 (2.7)

by Fatou’s lemma. Thus, limn→∞µ(S−nA) = 0 and therefore µ
a� µ. Note that

the above proof constitutes that of (1)⇒(2) of Theorem 2.2.
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(2) If µ ∈ P(X) and µ� η for some stationary η ∈ Ps(X), then µ ∈ Pa(X),
that is, µ is AMS since µ� η implies µ

a� η and Theorem 2.2(2) is applicable.

Hence, ifη∈ Ps(X) and f ∈ L1(X,η) is nonnegative with norm 1, then µ defined

by

µ(A)=
∫
A
f dη, A∈ X, (2.8)

is AMS. In this case, the stationary mean µ of µ is given by

µ(A)= lim
n→∞

1
n

n−1∑
j=0

µ
(
S−jA

)= lim
n→∞

1
n

n−1∑
j=0

∫
S−jA

f dη

= lim
n→∞

∫
A

1
n

n−1∑
j=0

f
(
Sjx

)
η(dx)

=
∫
A

lim
n→∞Snf dη=

∫
A
fS dη, A∈ X,

(2.9)

where fS = limn→∞ Snf , by the L1-Ergodic theorem since η is stationary.

(3) The pointwise ergodic theorem holds for µ ∈ P(X) if and only if µ ∈
Pa(X). That is, µ is AMS if and only if for any f ∈ B(X), there exists some

S-invariant function fS ∈ B(X) such that Snf → fS µ-a.e. In this case, for

f ∈ L1(X,µ), the convergence Snf → fS is in the senses of µ-a.e., µ-a.e., and

L1(X,µ). Moreover, the limit function fS is equal to the conditional expectation

of f with respect to the σ -algebra I of all S-invariant sets under the measure

µ or µ.

When S is invertible, we can have some more characterizations of AMS

sources (cf. [5, 12]).

Proposition 2.4. Suppose that S is invertible. Then for µ ∈ P(X), the fol-

lowing conditions are equivalent:

(1) µ ∈ Pa(X);
(2) there exists some stationary η∈ Ps(X) such that µ� η;

(3) there exists some AMS η∈ Pa(X) such that µ� η.

Remark 2.5. In the case where S is invertible, note that the asymptotic

dominance implies the usual dominance in the sense that if µ ∈ P(X), η ∈
Ps(X), and µ

a� η, then µ� η. Hence, µ� µ for µ ∈ Pa(X).
An AMS source µ is said to be ergodic if µ(A)= 0 or 1 for every S-invariant

setA∈ X. Let Pae(X) denote the set of all AMS ergodic sources. We have several

equivalence conditions for ergodicity of an AMS source, most of which are

similar to those in Theorem 2.1.

Theorem 2.6. For µ ∈ Pa(X) with the stationary mean µ ∈ Ps(X), the fol-

lowing conditions are equivalent:

(1) µ ∈ Pae(X);
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(2) µ ∈ Pse(X);
(3) there exists some stationary ergodic η∈ Pse(X) such that µ

a� η;

(4) fS(x)≡ limn→∞(Snf)(x)= µ(f) µ-a.e. x and µ-a.e. x for f ∈ L1(X,µ);
(5) limn→∞(Snf ,g)µ = (f ,1)µ(1,g)µ for f ,g ∈ L2(X,µ)∩L2(X,µ);
(6) limn→∞µ((Snf)g)= µ(f)µ(g) for f ,g ∈ B(X);
(7) limn→∞(1/n)

∑n−1
j=0 µ(S−jA∩B)= µ(A)µ(B) for A,B ∈ X.

Proof. (1)�(2) is noted by Gray [6]. {(1),(2)}⇒(3) follows from Remark 2.3(1)

by taking η= µ.

(3)⇒(1). Let η ∈ Pse(X) be such that µ
a� η. If A ∈ X is S-invariant, then

η(A)= 0 or 1. If η(A)= 0, then µ(A)= µ(S−nA)→ 0 by µ
a� η, that is, µ(A)= 0.

Similarly, if η(A)= 1, then we have µ(A)= 1. Thus, µ ∈ Pae(X).
Conditions (4), (5), (6), and (7) are analogy of those in Theorem 2.1 and

(1)⇒(4)⇒(5)⇒(6)⇒(7)⇒(1) is easily verified. Conditions (6) and (7) are included

in Gray [6] and (7) was noted by Hu and Shen [10] when µ is an almost periodic

source, which is a slightly special case of an AMS source.

Remark 2.7. Two distinct stationary ergodic sources are singular. Similarly,

this is true for AMS ergodic sources, which is seen from the Pointwise Ergodic

theorem.

For a stationary source, it is ergodic if and only if it is extremal in the set of

all stationary sources. However, this is not the case for an AMS source as seen

in the following theorem.

Theorem 2.8. (1) If µ ∈ exPa(X), then µ ∈ Pae(X). That is, exPa(X) ⊆
Pae(X).

(2) If (X,X) is not trivial and Pse(X) 
= ∅, then the above set inclusion is proper.

That is, there exists an η∈ Pae(X) such that η 
∈ exPa(X).

Proof. (1) is given in Kakihara [12].

(2) Let µ ∈ Pae(X) be such that µ 
= µ. The existence of such a µ is seen as

follows. Take any stationary ergodic source ξ ∈ Pse(X) (
= ∅) and any nonneg-

ative f ∈ L1(X,ξ) with norm 1 which is not S-invariant on a set of positive ξ
measure. Define µ by

µ(A)=
∫
A
f dξ, A∈ X. (2.10)

We see that µ is AMS by Remark 2.3(2) and ergodic because ξ is so. Clearly, µ
is not stationary. Hence µ 
= µ. Also note that µ = ξ since for A∈ X,

µ(A)=
∫
A
fS dξ = ξ(A) (2.11)

by (2.9) and fS = 1 ξ-a.e. because of the ergodicity of ξ. Then η= (1/2)(µ+µ)
is a proper convex combination of two distinct AMS sources and η(A) = 0 or

1 for S-invariant A∈ X. Thus, η 
∈ exPa(X) and η∈ Pae(X).



1760 YÛICHIRÔ KAKIHARA

Again, if S is invertible, ergodicity of AMS sources is characterized as in the

following proposition.

Proposition 2.9. If S is invertible, then the following conditions are equiv-

alent for µ ∈ Pa(X):
(1) µ ∈ Pae(X);
(2) there exists some η∈ Pse(X) such that µ� η;

(3) there exists some η∈ Pae(X) such that µ� η;

(4) there exists some η∈ Pae(X) such that µ
a� η.

Proof. (1)�(3) was given in Kakihara [12].

(1)⇒(2). Take η= µ ∈ Pse(X), then µ� µ = η by Remark 2.5.

(2)⇒(3) is clear.

(3)⇒(4). Let η ∈ Pae(X) be such that µ � η. Then η ∈ Pse(X) and η� η.

Hence, µ� η and µ
a� η since η is stationary.

(4)⇒(1). Let η ∈ Pae(X) be such that µ
a� η. Then η� η and µ

a� η. Since

η∈ Pse(X), Theorem 2.6 concludes the proof.

3. Ergodicity of stationary channels. In this section, ergodicity of station-

ary channels are considered. Our setting is as follows. Let X and Y be a pair

of compact Hausdorff spaces with the Baire σ -algebras X and Y, respectively.

Let S : X → X and T : Y → Y be continuous Baire measurable transformations.

The symbol X⊗Y stands for the σ -algebra generated by the set X×Y= {A×C :

A∈ X, C ∈ Y} of all rectangles, which is the Baire σ -algebra of X×Y . Let C(Ω)
denote the Banach space of all C-valued continuous functions on Ω with the

sup-norm, while B(Ω) denotes the Banach space of all C-valued bounded Baire

functions on Ω with the sup-norm, where Ω = X,Y or X×Y . We use symbols

P(Ω), Ps(Ω), and so forth for Ω =X,Y and X×Y . Operators T and Tn on B(Y)
and S⊗T, and (S⊗T)n on B(X×Y) are defined in a similar manner as in (2.1)

and (2.2).

We need several definitions. A channel with input X and output Y is a triple

[X,ν,Y] for which the function ν :X×Y→ [0,1] satisfies

(c1) ν(x,·)∈ P(Y) for every x ∈X;

(c2) ν(·,C)∈ B(X) for every C ∈ Y.

In this case, ν is called a channel distribution or simply a channel. Let �(X,Y)
denote the set of all channels with inputX and output Y . A channel ν ∈�(X,Y)
is said to be stationary if

(c3) ν(Sx,C)= ν(x,T−1C) for every x ∈X and C ∈ Y,

which is equivalent to

(c3′) ν(Sx,Ex)= ν(x,T−1Ex) for every x ∈X and E ∈ X⊗Y, where Ex = {y ∈
Y : (x,y)∈ E}, the x-section of E.

Let �s(X,Y) denote the set of all stationary channels in �(X,Y). A channel

ν ∈�(X,Y) is said to be dominated if

(c4) there exists some η∈ P(Y) such that ν(x,·)� η for every x ∈X.
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Now, let ν ∈ �(X,Y) and µ ∈ P(X), which is called an input source. Then

the output source µν ∈ P(Y) and the compound source µ⊗ν ∈ P(X×Y) are,

respectively, defined by

µν(C)=
∫
X
ν(x,C)µ(dx), C ∈ Y, (3.1)

µ⊗ν(E)=
∫
X
ν
(
x,Ex

)
µ(dx), E ∈ X⊗Y. (3.2)

Equation (3.2) can also be written as

µ⊗ν(A×C)=
∫
A
ν(x,C)µ(dx), A∈ X, C ∈ Y. (3.3)

It is well known that, for a stationary channel, if an input source is station-

ary, then the output and compound sources are also stationary. Note that any

output source η∈ P(Y) can be regarded as a “constant” channel by letting

νη(x,C)= η(C), x ∈X, C ∈ Y. (3.4)

So, we may write P(Y)⊂�(X,Y). In this case,

µ⊗νη = µ×η, µνη = η, µ ∈ P(X). (3.5)

Thus, if η is stationary, the channel νη is stationary. Consequently, we may

write Ps(Y)⊂�s(X,Y) as well.

We need the following lemma which is viewed as an ergodic theorem for a

stationary channel (cf. [16]).

Lemma 3.1. If ν ∈ �s(X,Y) and µ ∈ Ps(X), then for every E,F ∈ X⊗Y, the

following limit exists µ-a.e. x:

lim
n→∞

1
n

n−1∑
j=0

ν
(
x,
[
(S×T)−jE∩F]x

)

=
∫
Y

1F (x,y)Eµ⊗ν
(
1E|I

)
(x,y)ν(x,dy),

(3.6)

where Eµ⊗ν(·|I) is the conditional expectation with respect to the σ -algebra

I = {E ∈ X⊗Y : (S × T)−1E = E} under the measure µ⊗ ν . In particular, for

every C,D ∈ Y, the following limit exists µ-a.e. x:

lim
n→∞

1
n

n−1∑
j=0

ν
(
x,T−jC∩D)=

∫
Y

1D(y)Eµν
(
1C |IY

)
(y)ν(x,dy), (3.7)

where IY = {C ∈ Y : T−1C = C}.
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Proof. Apply the pointwise ergodic theorem to the function 1E and use

the bounded convergence theorem.

A stationary channel ν ∈�s(X,Y) is said to be ergodic if

(c5) µ ∈ Pse(X)⇒ µ⊗ν ∈ Pse(X×Y).
Let �se(X,Y) denote the set of all stationary ergodic channels. Let � ⊆ P(X).
Two channels ν1,ν2 ∈�(X,Y) are said to be equivalent (mod�), denoted ν1 ≡
ν2 (mod�), if

ν1(x,·)= ν2(x,·) µ-a.e. x ∈X (3.8)

for every µ ∈�, which is equivalent to that µ⊗ν1 = µ⊗ν2 for every µ ∈� (cf.

[18]). In this case, we write ν1(x,·) = ν2(x,·) �-a.e. x. A stationary channel

ν ∈�s(X,Y) is said to be extremal in �s(X,Y)mod�, denoted ν ∈ ex�s(X,Y)
(mod�), provided that if ν1,ν2 ∈ �s(X,Y) and α ∈ (0,1) are such that ν ≡
αν1+(1−α)ν2 (mod�), then ν1 ≡ ν2 (mod�).

Equivalence conditions for ergodicity of a stationary channel are known (cf.

[14, 16, 17, 18]).

Theorem 3.2. For a stationary channel ν ∈ �s(X,Y), the following condi-

tions are equivalent:

(1) ν ∈�se(X,Y), that is, ν is ergodic;

(2) if E ∈ X⊗Y is S ×T -invariant, then for each µ ∈ Pse(X), ν(x,Ex) = 0

µ-a.e. x or ν(x,Ex)= 1 µ-a.e. x;

(3) there exists some ergodic channel ν1 ∈ �se(X,Y) such that ν(x,·) �
ν1(x,·) Pse(X)-a.e. x;

(4) if a stationary channel ν0 ∈ �s(X,Y) is such that ν0(x,·) � ν(x,·)
Pse(X)-a.e. x, then ν0 ≡ ν (modPse(X));

(5) ν ∈ ex �s(X,Y) (modPse(X));
(6) for E,F ∈ X⊗Y and µ ∈ Pse(X), it holds that

lim
n→∞

1
n

n−1∑
j=0

ν
(
x,
[
(S×T)−jE∩F]x

)

= lim
n→∞

1
n

n−1∑
j=0

ν
(
x,
[
(S×T)−jE]x

)
ν
(
x,Fx

)

= µ⊗ν(E)ν(x,Fx) µ-a.e. x;

(3.9)

(7) for A,B ∈ X, C,D ∈ Y, and µ ∈ Pse(X), it holds that

lim
n→∞

1
n

n−1∑
j=0

∫
S−jA∩B

{
ν
(
x,T−jC∩D)−ν(x,T−jC)ν(x,D)}µ(dx)= 0. (3.10)
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Proof. Equivalences between (1), (2), (3), (4), (5), and (7) are given by Naka-

mura [14] and equivalences between (1), (2), and (6) by Shen [16]. Since [16] is

written in Chinese, we sketch the proof of (1)⇒(6).

(1)⇒(6). Suppose that ν is ergodic and let µ ∈ Pse(X). Then µ⊗ν ∈ Pse(X×Y),
and hence for every E,F ′ ∈ X⊗Y,

lim
n→∞

1
n

n−1∑
j=0

µ⊗ν((S×T)−jE∩F ′)= µ⊗ν(E)µ⊗ν(F ′). (3.11)

If we take F ′ = F∩(A×Y) for F ∈ X⊗Y and A∈ X, then on the one hand

lim
n→∞

1
n

n−1∑
j=0

∫
X
ν
(
x,
[
(S×T)−jE∩F∩(A×Y)]x

)
µ(dx)

= lim
n→∞

1
n

k−1∑
j=0

µ⊗ν((S×T)−jE∩F∩(A×Y))

= µ⊗ν(E)µ⊗ν(F∩(A×Y))

= µ⊗ν(E)
∫
A
ν
(
x,Fx

)
µ(dx),

(3.12)

and on the other hand, by Lemma 3.1,

lim
n→∞

1
n

n−1∑
j=0

µ⊗ν((S×T)−jE∩F ′)= lim
n→∞

1
n

n−1∑
j=0

∫
A
ν
(
x,
[
(S×T)−jE∩F]x

)
µ(dx)

=
∫
A

lim
n→∞

1
n

n−1∑
j=0

ν
(
x,
[
(S×T)−jE∩F]x

)
µ(dx).

(3.13)

Since (3.12) and (3.13) are equal for every A ∈ X, one has the equation in (6).

Note that Theorem 3.2 holds for a general pair of measurable spaces (X,X,S)
and (Y ,Y,T )with measurable transformations S and T , respectively, if Ps(X) is

complete for ergodicity. That is, if µ ∈ Ps(X) and A∈ X are such that µ(A) > 0,

then there exists some ergodic η ∈ Pse(X) such that η(A) > 0. In our setting

here, since S is assumed to be continuous, Ps(X) is necessarily complete for

ergodicity (cf. [18]). Also, note that conditions for a stationary channel to be

ergodic are very similar to those for a stationary source to be ergodic (see

Theorem 2.1).

Now, Umegaki [18] considered channel operators to obtain further charac-

terizations of stationary ergodic channels. A linear operator A from B(X×Y)
onto B(X) is called an averaging operator if for f ,g ∈ B(X×Y),

(a1) A1= 1, A(fAg)= (Af)(Ag);
(a2) f ≥ 0⇒Af ≥ 0,
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where 1 is the identity function on X,Y or X×Y . Denote by �(X,Y) the set of

all averaging operators A from B(X×Y) onto B(X) such that

(a3) fn ↓ 0⇒Afn ↓ 0.

An averaging operator A∈�(X,Y) is said to be stationary if

(a4) SA=A(S⊗T).
Let �s(X,Y) denote the set of all stationary operators in �(X,Y). Let �(X,Y)
denote the set of all bounded linear operators K : B(Y)→ B(X) such that

(k1) K1= 1, Kb ≥ 0 if b ≥ 0;

(k2) bn ↓ 0⇒Kbn ↓ 0.

An operator K ∈�(X,Y) is said to be stationary if

(k3) KT= SK.

Let �s(X,Y) stand for the set of all stationary K ∈�(X,Y).
Let ν ∈ �(X,Y) be a channel and define operators A : B(X×Y)→ B(X) and

K : B(Y)→ B(X), respectively, by

(Af)(x)=
∫
Y
f (x,y)ν(x,dy), f ∈ B(X×Y), (3.14)

(Kb)(x)=
∫
Y
b(y)ν(x,dy), b ∈ B(Y). (3.15)

Sometimes, A and K are denoted by Aν and Kν , respectively. Then, Umegaki

[18] proved the following theorem.

Theorem 3.3. There exist one-to-one, onto, and affine correspondences

among �(X,Y) (resp., �s(X,Y)), �(X,Y) (resp., �s(X,Y)), and �(X,Y) (resp.,

�s(X,Y)) given by (3.14) and (3.15).

In view of the above theorem, each operator in �(X,Y) or �(X,Y) is called

a channel operator. Let ν ∈�(X,Y), K ∈�(X,Y), and A∈�(X,Y) correspond

to each other. Then for µ ∈ P(X), it holds that

K∗µ = µν, A∗µ = µ⊗ν, (3.16)

where K∗ and A∗ are adjoint operators of K and A, respectively. Let �⊆ P(X).
Two operators K1,K2 ∈�(X,Y) are said to be equivalent mod�, denoted K1 ≡
K2 (mod�), if

(
K1b

)
(x)= (K2b

)
(x) µ-a.e. x ∈X (3.17)

for every b ∈ B(Y) and µ ∈ �. Two operators A1,A2 ∈ �(X,Y) are said to be

equivalent mod�, denoted A1 ≡A2 (mod�), if

µ
(
A1f

)= µ(A2f
)
, f ∈ C(X×Y ), µ ∈�. (3.18)
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Also, we say that a stationary channel operator K ∈ �s(X,Y) is extremal in

�s(X,Y) mod�, denoted K ∈ ex�s(X,Y) (mod�), if K ≡ αK1 + (1−α)K2

(mod�) for some α ∈ (0,1) and K1,K2 ∈ �s(X,Y) imply K1 ≡ K2 (mod�).
Similarly, a stationary channel operator A ∈ �s(X,Y) is said to be extremal

in �s(X,Y) mod�, denoted A ∈ ex�s(X,Y) (mod�), if A ≡ αA1+ (1−α)A2

(mod�) for some α∈ (0,1) and A1,A2 ∈�s(X,Y) imply A1 ≡A2 (mod�).
Under these preparations, we have the following theorem (cf. [18]).

Theorem 3.4. For a stationary channel ν ∈ �s(X,Y), let A ∈�s(X,Y) and

K ∈ �s(X,Y) be corresponding channel operators. Then, the following condi-

tions are equivalent:

(1) ν is ergodic;

(2) ν ∈ ex �s(X,Y) (modPse(X));
(3) A∈ ex�s(X,Y) (modPse(X));
(4) K ∈ ex�s(X,Y) (modPse(X));
(5) for f ,g ∈ C(X×Y), it holds that

lim
n→∞A

(
fng

)
(x)= lim

n→∞Afn(x)Ag(x) Pse(X)-a.e. x, (3.19)

where fn = (S⊗T)nf , n≥ 1;

(6) for f ,g ∈ B(X×Y), (3.19) holds.

4. Ergodicity of AMS channels. In this section, (X,X,S) and (Y ,Y,T ) are

as in Section 3. We assume that S and T are homeomorphisms and Y has a

countable generator Y0.

A channel ν ∈�(X,Y) is said to be AMS if

(c6) µ ∈ Pa(X)⇒ µ⊗ν ∈ Pa(X×Y).
That is, if the input source is AMS, then the compound source is also AMS.

Let �a(X,Y) denote the set of all AMS channels. Then we have the following

theorem (cf. [5, 12]).

Theorem 4.1. For a channel ν ∈�(X,Y), the following conditions are equiv-

alent:

(1) ν ∈�a(X,Y), that is, ν is AMS;

(2) µ ∈ Ps(X)⇒ µ⊗ν ∈ Pa(X×Y);
(3) there exists a stationary channel ν1∈�s(X,Y) such that ν(x,·)�ν1(x,·)

Ps(X)-a.e. x;

(4) there exists an AMS channel ν1 ∈ �a(X,Y) such that ν(x,·)� ν1(x,·)
Ps(X)-a.e. x;

(5) there exists a stationary channel ν ∈�s(X,Y) such that for C ∈ Y

lim
n→∞

1
n

n−1∑
j=0

ν
(
S−jx,T−jC

)= ν(x,C) Ps(X)-a.e. x; (4.1)
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(6) for f ∈ B(X×Y) and µ ∈ Ps(X), the following limit exists:

lim
n→∞

∫
X

[
Aν(S⊗T)nf

]
(x)µ(dx), (4.2)

where Aν ∈�(X,Y) corresponds to ν .

If one (and hence all) of the above is true, then it holds that

(7) µ⊗ν = µ⊗ν for µ ∈ Ps(X);
(8) ν(x,·)� ν(x,·) Ps(X)-a.e. x;

(9) for µ ∈ Ps(X) and f ∈ B(X×Y),

lim
n→∞

∫
X

[
Aν(S⊗T)nf

]
(x)µ(dx)=

∫
X

(
Aνf

)
(x)µ(dx). (4.3)

Note that we need invertibility assumption on S for (5) in the above theo-

rem. For an AMS channel ν ∈ �a(X,Y), the stationary channel ν ∈ �s(X,Y),
obtained in Theorem 4.1(5), is called a stationary mean of ν . The stationary

channel ν is unique in the Ps(X)-a.e. sense.

Example 4.2. (1) As was mentioned before, each output source η ∈ P(Y)
can be viewed as a channel by letting νη(x,C) = η(C) for x ∈ X and C ∈ Y. If

η∈ Pa(Y), then νη is AMS. In fact, η� η since T is invertible so that νη(x,·)=
η� η= νη(x,·) for x ∈X. Moreover, νη ∈�s(X,Y) implies that νη ∈�a(X,Y)
by Theorem 4.1(3). In this case, we have νη = νη.

(2) If a channel ν ∈�(X,Y) is dominated by some AMS η∈ Pa(Y), that is,

ν(x,·)� η Ps(X)-a.e. x, (4.4)

then ν is AMS by Theorem 4.1(4) and (1). Let

k(x,y)= ν(x,dy)
η(dy)

, (x,y)∈X×Y , (4.5)

where η∈ Ps(Y) is the stationary mean of η. Observe that k is X⊗Y-measurable

by Umegaki [19]. Then ν can be written as

ν(x,C)=
∫
C
k(x,y)η(dy), x ∈X, C ∈ Y, (4.6)

and its stationary mean ν as

ν(x,C)=
∫
C
k∗(x,y)η(dy), x ∈X, C ∈ Y, (4.7)

where k∗(x,y)= limn→∞(S−1⊗T−1)nk(x,y) µ⊗ν-a.e. (x,y) for µ ∈ Ps(X).
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An AMS channel ν ∈�a(X,Y) is said to be ergodic if

(c7) µ ∈ Pae(X)⇒ µ⊗ν ∈ Pae(X×Y).
Let �ae(X,Y) denote the set of all ergodic AMS channels.

The following lemma is an AMS version of Lemma 3.1.

Lemma 4.3. Let ν ∈ �a(X,Y) be AMS and let µ ∈ Ps(X) be stationary. Then

for every E,F ∈ X⊗Y, the following limit exists µ-a.e. x:

lim
n→∞

1
n

n−1∑
j=0

ν
(
x,
[
(S×T)−jE∩F]x

)

=
∫
Y

1F (x,y)Eµ⊗ν
(
1E|I

)
(x,y)ν(x,dy),

(4.8)

where I= {E ∈ X⊗Y : (S×T)−1E = E}.
Now, ergodic AMS channels are characterized as in the following theorem.

Theorem 4.4. Let ν ∈�a(X,Y)with the stationary mean ν ∈�s(X,Y). Then

the following conditions are equivalent:

(1) ν ∈�ae(X,Y), that is, ν is ergodic;

(2) µ ∈ Pse(X)⇒ µ⊗ν ∈ Pae(X×Y);
(3) ν ∈�se(X,Y);
(4) there exists a stationary ergodic channel ν1 ∈�se(X,Y) such that

ν(x,·)� ν1(x,·) Pse(X)-a.e. x; (4.9)

(5) there exists an AMS ergodic channel ν1 ∈�ae(X,Y) such that (4.9) holds;

(6) if E ∈ X⊗Y is S ×T -invariant, then for each µ ∈ Pse(X), ν(x,Ex) = 0

µ-a.e. x or ν(x,Ex)= 1 µ-a.e. x;

(7) for E,F ∈ X⊗Y and µ ∈ Pse(X),

lim
n→∞

1
n

n−1∑
j=0

ν
(
x,
[
(S×T)−jE∩F]x

)

= lim
n→∞

1
n

n−1∑
j=0

ν
(
x,
[
(S×T)−jE]x

)
ν
(
x,Fx

)

= µ⊗ν(E)ν(x,Fx) µ-a.e. x.

(4.10)

Proof. Conditions (2), (4), and (5) are given in [12] and condition (3) is

noted in [5]. Conditions (6) and (7) are obtained for an almost periodic channel

by Hu and Shen [10].

We noted that exPa(X)⊆ Pae(X) and the set inclusion is proper (see Theorem

2.8). Similarly, we can prove the following theorem.
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Theorem 4.5. (1) If ν ∈ ex �a(X,Y) (modPse(X)), then ν ∈�ae(X,Y). That

is, ex �a(X,Y)⊆�ae(X,Y).
(2) If (Y ,Y) is not trivial and there exists a stationary weakly mixing source

in Pse(Y), then the above set inclusion is proper. That is, there exists some AMS

ergodic channel ν ∈�ae(X,Y) such that ν 
∈ ex �a(X,Y) (modPse(X)).

Proof. (1) Let ν ∈ �a(X,Y), ν ∈ �s(X,Y) its stationary mean, and A ∈
�(X,Y) the corresponding channel operator to ν . Suppose that ν 
∈�ae(X,Y).
Then there exists some µ ∈ Pse(X) such that

A∗µ 
∈ Pae(X×Y) (4.11)

by Theorem 4.4(2) (see (3.16)). Hence, there exists some S × T -invariant set

E ∈ X⊗Y such that 0< λ1 ≡A∗µ(E) < 1. Letting λ2 = 1−λ1, take γ > 0 so that

0 < γ < min{λ1,λ2}. Let αi = γ/λi (i = 1,2) and define operators A1 and A2

on B(X×Y) by

A1f =α1A
(
f1E

)+(1−α1A1E
)
Af , f ∈ B(X×Y),

A2f =α2A
(
f1Ec

)+(1−α2A1Ec
)
Af , f ∈ B(X×Y). (4.12)

Then by Umegaki [18], we see that A1,A2 ∈ �(X,Y), A1 
≡ A2 (modPse(X)),
and A is a proper convex combination of A1 and A2:

A= λ1A1+λ2A2. (4.13)

Let νi ∈ �(X,Y) correspond to Ai for i = 1,2. We will show that ν1 and ν2

are AMS channels. Observe that for f ∈ B(X×Y),
∫
X

[
A1(S⊗T)nf

]
(x)µ(dx)

=
∫
X

[
α1A

((
(S⊗T)nf

)
1E
)+(1−α1A1E

)
A(S⊗T)nf

]
(x)µ(dx)

=
∫
X

[
α1A(S⊗T)n

(
f1E

)+(1−α1A1E
)
A(S⊗T)nf

]
(x)µ(dx)

(4.14)

since E is S ×T -invariant. Since ν is AMS, limn→∞
∫
X α1A(S⊗T)n(f1E)dµ ex-

ists again by Theorem 4.1. Also, limn→∞
∫
X(1−α1A1E)A(S⊗T)nfdµ exists by

Theorem 4.1 and the bounded convergence theorem. Thus, we proved that

lim
n→∞

∫
X

A1(S⊗T)nf dµ (4.15)

exists for every f ∈ B(X×Y), and hence ν1 is AMS by Theorem 4.1. Similarly,

ν2 is AMS. Consequently, we see that ν 
∈ ex �a(X,Y) (modPse(X)).
(2) By assumption, we can take an η ∈ Pse(Y) that is weakly mixing and

define ξ by

ξ(C)=
∫
C
gdη, C ∈ Y, (4.16)
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where g ∈ L1(Y ,η) is nonnegative with norm 1 which is not T -invariant on a

set of positive η measure. Then, as in the proof of Theorem 2.8, we see that

ξ ∈ Pae(Y), ξ 
= η, ξ = η, and ζ ≡ (1/2)(ξ+η) ∈ Pae(Y) is a proper convex

combination of two distinct AMS sources. Hence

νζ 
∈ ex �a(X,Y)
(
modPse(X)

)
(4.17)

since νζ = (1/2)(νξ + νη), νξ,νη ∈ �a(X,Y), and νξ 
= νη. We need to show

νζ ∈ �ae(X,Y). Clearly, νζ = νζ = νη and µ⊗νη = µ×η for µ ∈ P(X). Since

ξ is weakly mixing, we have µ⊗νη ∈ Pse(X ×Y) for µ ∈ Pse(X). Thus, νζ ∈
�se(X,Y), and therefore νζ ∈�ae(X,Y) by Theorem 4.4.

Example 4.6. Consider an alphabet message space Y = {b1, . . . ,b	}Z, the

doubly infinite product space of a finite alphabet Y0 = {b1, . . . ,bn} over the set

Z of all integers. The shift T on Y is defined by

T :y = (yk) � �→y ′ = Ty = ( . . . ,y ′−1,y
′
0,y

′
1, . . .

)
, y ′k =yk+1, k∈ Z, (4.18)

and the σ -algebra Y is generated by the set of all cylinder sets of the form

[
y0
i ···y0

j
]= [yi =y0

i , . . . ,yj =y0
j
]

= {y = (yk)∈ Y :yk =y0
k , i≤ k≤ j

}
,

(4.19)

where y0
k ∈ Y0 for i≤ k≤ j. Note that Y is a compact Hausdorff space (with the

product topology), T is a homeomorphism, and Y has a countable generator.

Let (p1, . . . ,p	) be a probability distribution on the alphabet Y0 and define η0

by

η0
([
y0
i ···y0

j
])= p(y0

i
)···p(y0

j
)
. (4.20)

Then, η0 can be extended to a T -invariant probability measure η on Y, that

is, η ∈ Ps(Y). The stationary mean η is called a (p1, . . . ,p	)-Bernoulli source.

Now, it is well known that η is strongly mixing, so that the assumption of

Theorem 4.5(2) is satisfied. Therefore, we can construct a constant ergodic

AMS channel νζ that is not an extreme point of �a(X,Y).
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