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ABSTRACT. Consider a set X and a lattice £ of subsets of X such that ¢, X €L£. M(L) denotes
those bounded finitely additive measures on 4(£) which are studied, and I(£) denotes those elements
of M(£) which are 0-1 valued. Associated with a p EM(L) or a p EM (L) (the elements of M(L)
which are o-smooth on L) are outer measures ' and p”’. In terms of these outer measures various
regularity properties of p can be introduced, and the interplay between regularity, smoothness, and
measurability is investigated for both the 0-1 valued case and the more general case. Certain results
for the special case carry over readily to the more general case or with at most a regularity assumption
on ' or u’, while others do not. Also, in the special case of 0-1 valued measures more refined
notions of regularity can be introduced which have no immediate analogues in the general case.
KEY WORDS AND PHRASES: Normal lattice, lattice regular measures, associated outer
measures.
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1. INTRODUCTION

Our first aim in this paper is (see Section 3) to obtain further properties of two outer measures
w' and p”’ (see below for definitions) associated first with p € I(£) and u € I (£) and subsequently
with pnEM(L) and p EM(L), and to apply these properties to characterize various classes of
measures. In the former case we thereby extend results of [6,7,8]. Also in the case of p €I (L) we
consider in further detail the subset I,(£) of I (£ ) of slightly regular measures (see below for definition)
and hence extend the work of [6].

We note that in the case of 0-1 valued measures such as p € I(£), the associated outer measure

w" is clearly regular and S, the u""-measurable sets can be explicitly characterized. This is no longer
the case if u € M,(£) and we must hypothesize regularity of u" in certain cases in order to generalize
the two-valued case. Also in general the characterization of S, is not as explicit as in the two-valued
case, and this further complicates the general situation. If p €J(£), i.e., is strongly o-smooth (see
below) andif £ is ad-lattice then ' = " and, hence, S, = S,, and S, has been characterized explicitly
in [5]. We recall this result in Section 4 and build on it to extend some of the results in [5], see in
particular Theorems 4.2, 4.3, 4.4.

We begin with a review of the notations (section 2) which will be used throughout the paper,
as well as a review of the relevant definitions needed. Further related matters can be found in [1,2,3].

2. BACKGROUND AND NOTATION

We introduce the necessary measure theoretic, and lattice definitions, and note the known
properties about lattice measures that we shall need.

The definitions and notations are standard and are consistent with those found in, for example,
[1,3,9]. We collect the ones we need and some of their properties for the reader’s convenience.
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Let X = O be an abstract set, £ a lattice of subsets of X, which we will assume throughout. We
shall assume that &, X € £. For E C X, E' denotes its complement. We denote by:
(1) A(£), the algebra generated by £;
(2) (L), the lattice of all countable intersections of sets from £;
(3) L', the lattice of complements of sets from L.

We introduce the following measure theoretic definitions.

Def": The set of all nonnegative finite valued, finitely additive (f.a.), bounded measures on
A(L) will be denoted by M(L).

An element p € M (L) is said to be o-smooth on L iff wheneverL, €£,n = 1,2,...,andL, | &,
then u(L,) - 0.

An element p EM(L) is said to be a-smooth on A(L) iff whenever A, €4(L),n = 1,2,..., and
A, | 9, then u(A,) — 0. (Note that this condition is equivalent to p being countably additive.)

An element p EM(L) is said to be strongly o-smooth on L iff whenever L,L, €EL,n = 1,2,...,

andL, | L,L = N L,, then p(L) = inf{u(L,) |n = 1,2,...}.
a=1
An element pnEM(L) is said to be L-regular iff for any A €AL),WA)=
sup{w(l)|L CA,L €L}.
The following notation is used to denote the subsets of M (£) determined by the above properties:

M (L) is the set of measures that are o-smooth on L;

M?°(L) is the set of measures that are a-smooth on A(L);
J (L) is the set of measures that are strongly o-smooth on L;

M;g(2) is the set of L-regular measures;
M{(L) is the set of L-regular measures of M°(L).
We note that J(£) C My(£), and Mi(L)NM (L) CM°(L).
We denote by I(£),1,(£), ®(£), Iz(£), and Ig(£) the subsets of the corresponding M’s that consist

of the non-trivial 0-1 valued measures. We shall write p < v(£) whenever p, v are measures, or set
functions such that /(L)< v(L) forallL €.

Observe the following enlargement, i.e., with each p €I(£) there is a v EIx(L) s.t. psv(L);
and for each p € M(L) there is a v € Mg(£L) s.t. p < v(£) and p(X) = v(X).

For these results and other related matters see [5,7,8]. If p € M(L), we define a set function p’'
on X by: For E CX,W(E)=inf{u(L')|ECL',L €L}. The function p' has the following
properties:

(1) ForeveryE CX,0<W(E) < +x,
2 w@)=0,

(3) IfE CF,then W(E)sw(F),

4) usw),

(5) n=p onc iff p €Mg(L),

(6) p=pons',

If peM/ (L), we define a set function p” on X by: For ECX,u'(E)=
inf{ Seaml')|EC '_(:JIL',-,L; €L,i=1,2, } - ' is in fact an outer measure. We note that in the

case of 0-1 measures, if p &1,(£), then p'’' = 0.
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For the £-regular measures the following holds:
(1) peMr)iffpeMc)and p(L')=sup{n(K)|KCL, K€L} forevery L €EL.
(2) HEM(L)iffpeEM(L)and WA) =inf{u(L")|A CL',L €L} for every A €A(L).

The function p' gives rise to another set of measures in M(£).

Def”: An element u € M (L) is said to be weakly regular iff for every L €,

w(lL") =sup{uW'(K)|KCL',KEL}.

The set of weakly regular measures will be denoted by M, (£), and the corresponding subset of 0-1
measures by ().

We now recall some lattice definitions:

Def”: (a) A lattice £ is said to be normal iff for any A,B €L s.t. ANB = there exists
C,DEL st.ACC',BCD'andC'ND'=2.
(2) A lattice £ is said to be a delta-lattice (d-lattice) iff £ = d(L).
(3) A lattice £ is said to be complement generated (c.g.) iff for L €L, there is a sequence

L€Ln=1,2..st.L=NL".

ne=l

(4) £ is said to be countably paracompact (c.p.) iff for any sequence {4, } from £ s.t. A, | &, there
exists a sequence {B,} from£L st.A,CB',,n=1,2,...,and B, | &.

(5) If L, and £, are two lattices of subsets of X, then L, semi-separates L, (L,s.s.L;) iffA €Ly,
B €L, andA NB = implies there exists C €£,,B CC,andA NC = ¢.

(6) If £, and £, are two lattices of subsets of X, then £, separates £, iff A, BEL, and ANB = ¢
implies there exists C,D €L, st.ACC,BCD andCND =¢.

(7) L is complemented iff L € L implies L' € L (i.e., L is an algebra).

(8) L is countably compact (c.c.)iff for every sequence {L,} from £ s.t. N L, = &, then there exists
n=1

L

wpLnp-esLyy S:t. irk_wan. =0.
We note that normality of a lattice has the following equivalent formulations:
(@) L isnormal iff u EI(L),psv,,usvyv, v, EL(L) then v, = v,.
(b) L isnormaliff u€l(L),v ER(L)andpu<v(L), thenpusv=v'=p onL.
(¢) £ isnormal iff whenever L CL', UL', where L,L,,L, € L then L =A UB where A,B €L and

ACL',BCL',.
We also list some further consequences of normality as well as some relations involving the
already noted sets of measures. Further details can be found in {6,7,8] as well as below.

(2.1) If £ isa d-lattice, pEJ(L), then p.(UL',.)sip.(L',.),
ial i

LEL, i=12,..

(2.2) If pneM (L), then pX)=p"(X) and psp’(£).
(2.3) If £ iscg.and pEML(L'), then PWEM(L).
(2.4 If £ iscg andnormal,and nE€J(L), then pEM(L).
(2.5) If £ isnormalthen M, (L£)=Mg(L).

(2.6) If WEI(L) then S, ={ECX|EDL,uL)=1,LEL; or E'DL,ulL)=1,L EL},



728 C. TRAINA

(the set of p’-measurable subsets of X). Consequently, L CS, iff p € Iy(c).
2.7 If we€Il(L), then

Su={ECX|ED NL,L €LulL)=1,n=1,2..; 00 ED AL,L ELul)=1,n -1,2,...},
na=l nel

(the set of p"" measurable subsets of X).
We note that S, C S, if p € 1,(£).
Note:
(1) The converse condition of (2.5) is false in the following sense: I,(£) = Iz(£) does not imply £
is normal.
Counterexample:
LetX = andletA,BCX st.ANB=J,AUB =X. LetL = {J,X,A,B,AUB}. Then, L is
a lattice that is not normal, but I (£) = I (£).
(2) We note the inequality, ©(L) = I(£).
Counterexample:
Let X = be a set, £ a lattice of subsets of X. If £ is c.g. and normal, then ®(£) = Ig(£), and if
Lis c.c.then I(£) =1 (L).
Therefore, if I,(£) = ©(L), then we have:

I(L) = 1(L) = DL) = IR (L) = Ix(L) .
=> £ is complemented. Now, take (X,G) to be a Ty, topological space. Let £ =Z, the zero sets,
i.e., for each continuous real-valued function, f, on X,Z(f) = {x EX | f(x) = 0}.

We choose Z so that it is not an algebra. Now Z is c.g. and normal. If we let X be pseudocompact
so that I(Z) =I(Z), see [4], then there is ap EI(Z) s.t. u & D(Z).

3. SOME FURTHER RESULTS ON 0-1 VALUED LATTICE MEASURES

There are several relations that exist between the 0-1 lattice measures that can hold when certain
conditions are imposed on the underlying lattice of subsets. In this section we shall consider such
relations.

THEOREM 3.1. Let X = be a set, L a lattice of subsets.

(@) IfcLisnormal, WEI(L), v EI(L), andusv(L), thenv EIL’).

(b) IfLisd-normal, WEI(L), v EI(L), and usv(L), thenv € D(L').

(c) IfL isnormal, £ 5.5.8(L),nEDL), v EI(L), usVv(L), thenv E D(L').

PROOF. We refer to [7].

We consider next I,(£), introduced in [6]. We recall that p € I,(£) iff u €I,(£) and whenever
Lecss.t.uy(l")=1, then there exists L, ELs.t.L' D r?ﬁ L,andn(L,)=1forn =1,2,.... We obtain
some further characterizations of I,(£), some new ar;d- 1some known, but in alternate ways.

We first note the following:

PROPOSITION 3.1. IfuE€I(L), then wEI°(L) and L CS,,..

PROOF. We always have psu” on £, since p €1,(£). (Recall: If u ¢ 1,(£), then u” =0.)

Suppose that w(L)=0 for L €£. Then p(L')=1, and since pE€/(L),L'D ﬂlL,,, where

L, €c,u(L,)=1forn=1,2,.... Therefore, LC UL',,L, €L, u(L",)=0forn =1,2,.... There-
1

no=
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fore, W"(L)=0and sop=p" on L.

NowletL €Ls.t.u(L') = 0. Thenp"(L') = O(sincep” =ponc'),andsoL’ €S,.,hence L €S,..

If W(L') = 1, then since p EI(£),L’ 3,611""1"‘ €L,u(L,)=1forn =1,2,.... Therefore by 2.7
of Section 2, L' €S,,., hence L €S,,.. Therefore, L CS,., whence 4(£)CS,., and sop=p" on L.
Therefore p €1°(£) since p” is an outer measure.

The proof is now complete.

PROPOSITION 3.2. IfuEIL(L)and if L s.s. 8(L), then pn EIF(L).

PROOF. By Proposition 3.1, one need only show that u € I(£). Let L € L.
(i) If w(L') =0, the monotonicity of u shows that sup{w(K)| K CL',K €L} =0.

(ii) If wL')=1, then since pE€IL(L), there exists a sequence {L,} from £ st L'D aL,

nel

and w(L,)=1,n=1,2,.... Let B= N L, €8(£). Then L NB =, and since L s.s. §(£) there
n=1

exists K€L st. BCK, and LNK;=D, so K,CL'. Since p is finitely additive, and

X =L'UK',,W(K’y) = 0= n(K,) = 1. Therefore sup{i(K)|KCL"', K EL}=1.
Hence, for any L €L,u(L’)=sup{i(K)|KCL,K €L}, and so pEI(L). Therefore,

nEIZ(L).

The proof is now complete.

PROPOSITION 3.3. If u € ®(L), then u can be extended uniquely to a v € (8(L)). (The
proof is omitted.)

We now give some alternate characterizations of the measures in I,(£).

THEOREM 3.2. pEI(L) iff u =N}, where AEIR(8(L)) (where \| is the restriction of \ to

(L))
PROOF. Assume that p €I(£). Then p € ®(£), and so by Proposition 3.3, we can extend

p uniquely to a AE®D(S(L)), defined by: For A= FilL,, €98(£), where L, |A,MA)=
inf{u(,)|n = 1,2,...}.

LetD = r?i L, € 8(£) and suppose that L(D') = 1. Then
A=l

) )\(UL) -1,

Therefore,
@) )»(GIL) < él ML) by2.l.

It follows from (1) and (2) that A(L’,) = 1 for somen EN. Sincepn = A, i(L’,) = 1. Butp €I,(£)
and so L', DﬁIK,,,K,,, €L,WK,)=1for m=1,2,.... Therefore, A( A K,,,) - 1= A ELIB(L)).

m=1

The converse is clear. The proof is now complete.
THEOREM 3.3. Let u €1,(L). Then

(1) p=w"onciffuEl(c)
(2) Ifu=p"onc,thenL C S and p €1°L).



730 C. TRAINA

PROOF. (1) Suppose u=p" on L.
Let LEL st. W(L')=1. Then p(L)=0=p"(L). Hence, there exists K, EL,n = 1,2,... s.t.

LC G K', and p(K',)=0 for n =1,2,.... Therefore, L' D Fi K, where K, €L£,i(K,)=1 for
=l

nel
n =1,2,.... Therefore,u €1,(2).
For the converse, suppose p € 1,(L).

Since p <" on £, we need only consider the case when L €2 s.t. p(L)=0. Then, p(L") =1
and since p €1,(L), there exists K, €EL,n =1,2,... s.t. L' DﬁIK, and W(K,)=1 forn =1,2,....
Therefore, L C FﬁlK', with p(K',) =0 for n =1,2,.... Therefore, 37, w(K',)=0=>n"(L)=0.
Hence, p =" o;.L.

(2) is immediate since p=p" on £ implies p €I,(£) by part (1) and the result now follows by
Proposition 3.1.

The proof is now complete.
Note:

HED(L), iff W=p=p' on L.
THEOREM 3.4. Let p € ®(L),v EI(L),psv(L), and S, NL =S,.NL. Thenv € P(L).
PROOF. Assume that v & ®(£). Then there exists L, € £ and a sequence {L,} from L s.t.

L,}Ly,Ly= NL,,butv(Ly)=inf{v(L,)|n =1,2,...}. Since vis a 0-1 measure, and monotonic,
A=l

(1) v(Lg)=0andv(L,)=1forn=1,2,....
(2) Now, pusv(L), so u(Ly) =0, hence p(L'y) = 1.
Since Ly = N L,, with L, €£,v(L,) = 1 for n = 1,2,...., it follows from 2.7 that Ly € S, = S,.-
LD}
But,usvsv'sp’onLandv'sv=v' sy =p" ons',withp' =p"” on L' since p € O(L).
Now v"(L,) =1 for all n since v(L,) =1 for all n, and v"'(Ly) = 1, since v"'(L') = 0. Therefore,
W(Lo) = 1.
Now p(L,) =0, so there exists N €N s.t. u(L,)=0 for all n =N, since pED(L). We have

L',tL'y,sou(l’,)=1forn =N. Therefore n'(L',)=1forn =N, and so p"'(L';) = 1 since p"’ is a
regular outer measure. But p"(L,) = 1, therefore L, & S,, a contradiction. Therefore it must be that

vEDL).
The proof is now complete.
THEOREM 3.5. Suppose that u €L,(£),v ED(L),usv(L). Thenpu=v.

PROOF. Since u € I,(£), then by Theorem 3.2, p = A| where A € I7(8(¢)), and

k( ﬂlL,,) =inf{u(L,)|L, €EL,n =1,2,...}. By Proposition 3.3, v can be extended to a ¥ € ®(5(2))

where
19( N Ln) =inf{v(L,)|L,EL,n =1,2,...}.
ne=l

Since usv(£),A =<V on &(£). Therefore A=V = =1 on A(L).

The proof is now complete.
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4. THE GENERAL CASE M(z)
In this section we consider the non 0-1 measures on A(£). In particular, we obtain results

pertaining to regular outer measures, and results which insure that certain elements of M(£) are
regular.

Def”: Let X = J be a set, L a lattice of subsets of X. Let p€M(L). For E CX we define:
w(E)=sup{u(lL)|L CE,L €L}.

We note that the set functions p’ and p, have the following relations:
(1) wX)=w(E'(E)+p(E)forany ECX.
(2) fECX,thenE €S, iff W'(E) = u(E).

We add the proof of (2) for completeness.

PROOF OF (2): See also [5].

LetE €S,. Then
(1) wWX)=pX)=Ww(E)+w(E'"). It follows from (1) and Remark (1) preceding, that
(2) WE)=nE).

Now, using standard arguments involving supremum and infimum, it follows from (2) that
W(E) = W(E).

Conversely, to show that E €S, it will suffice to show:

WAz A'NE)Y+WA'NE’) where AEL.

Let € > 0 be given and arbitrary. There exists L €L s.t. E CL' and
(1) WL)<W(E)+3

Similarly, there exists K € L s.t. K CE and
@ WE)-3<uK)

Since K CE CL' and p is subtractive,
(3) ul'-K)=ulL")-wK)

It follows from (1), (2), (3) and the hypothesis on E that
(4 wmL'-K)<e

Let A’ € £', and write the disjoint union

A'NL' =[A'NL’ -K)JUA'NK).

Since p is additive,
(5) n@'NL)=p(A'NL' -K)]) +WA’ ' NK)

By monotonicity of u, and (5) and (4) we obtain:
™ pA'NLY<uA'NK)+e
We have A'NE CA'NL',A'NE’' CA’'NK’, and again by monotonicity of ,
(6) WA'NE)+WA'NE)sp(A’ NL") +WA'NK"). Since p=p' on L', we have
W@A'NL)=pA NL), WA NK) = A’ NK'), and so from (6) we obtain
(7) W@A'NE)+wW@A' NE)sp@' NL)+p@A’ NK').
By (*) we obtain from (7):
(8) WA'NE)+W(@A'NE") < wWA'NK)+wA'NK') +¢
But, p is additive, and A’ =A'N(K UK "), so we obtain from (8),
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(9 WA'NE)+nWA'NE)<uA') +¢.
Since € > was arbitrary, and p = u’ on £’, we conclude from (9) that
WA NE+WA'NE)<p'(A")forany A’ €L'.
Hence, E €5, and the proof is now zoemplete.
Def": Let X = be a set, and let v be a finite, finitely subadditive outer measure defined
for all ACX. Let S,={ECX|v(A)2v(ANE)+v(ANE’), for all ACX} be the
set of all v-measurable subsets of X. ~We define a set function v’ by: For
E CX,VYE)=inf{v(M)|ECM,MES,}.
1t follows that v° is itself a finite, finitely subadditive (f.s.a) outer measure s.t. v°(X) = v(X) and
vsv'forall ECX.
Def”: Let X = be a set, v a finite, f.s.a outer measure defined for all subsets of X. Let S, be
the set of v-measurable subsets of X.
(1) We say that v is cover regular iff for A C X there exists M €S, s.t. A CM and v(M) = v(A).
(2) We say that v is a regular outer measure iff vV’ =v.
We note that p' is regular if p €I1(£). Also, if p €1,(£) then u” is regular. We have:
PROPOSITION 4.1. Let X = be a set, v a finite, f.s.a. outer measure.
(a) Ifvis cover regular, then v is regular.
(b) Ifvisregular, thenE €S, iff v(X) = v(E) +v(E').
PROOF.
(a) This follows from a standard greatest lower bound argument, and the monotonicity of v.
(b) The proof is similar to that in standard measure theory with a mild € argument at the end.
This completes the proof.
We now apply Proposition 4.1 to obtain:
THEOREM 4.1. If&(£') separates £, and w € M, (L)NM (L"), then n € Mg(L).
PROOF. To show that u € Mg(£) it suffices to show that L CS,,.

LetL €., and let € > 0 be given and arbitrary. Since p EM, (L), there exists K, EL s.t. Ky CL'

and
(1) uL"H-3<wKo)sp(l).
Since K,NL = J, and §(L") separates L, there exists U,V € d(L') s.t.
U-AU., V=AV,, KCU, LCV, md unv-nE,nv,)-o,

and we may assume that U’, NV', | &.

Since u € M,(£'), the choice of the sequence {U’, N V',} from £’ requires that w(U’, N V",) — 0.
Therefore, there exists N €N s.t. W(U", N V",) < forn =N.
Now, W(U’,NV",)=w(U",) + W(V",)-w(U’, N V") forn =1,2,.... Thus,ifn =N,

MU', UV,)2pU,) + (V) -2

= WU, UV,) = (K + L) -5

=wWU, UV, )zul)+w(L)-¢ by (1)
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Therefore, w(U',UV",) =W (L')+ W' (L) —€ since p =’ onL’. Therefore,

uX) =p'X) 2 w(U', UV',)=w(L')+w(L). Hence, L €S, =L CS,. Therefore, p € My(L).

(a)
®
(©

(@
&)

@)

©)

(®)
©

o)

@

©)

4

®)

™

The proof is now complete.
THEOREM 4.2. Suppose p € M,(1).

Ifu="onc, and ' is regular, then L CS,,..
Ifu=W'"onc, and " is regular, then u € M°(L).
Ifu=p"' onc, and W’ is regular, and L s.s. 3(L), then pu € MR(L).

PROOF.
Let L €L be arbitrary.

WX) = (L) + W(L").

Since p=p"’ on £, u(X) = w"’(X), (L) = (L), and by definition of ", i.e.,, "’ <,
wW'L)spu'(L')y=wL"), sincep=pn onL'.

It follows from (1) and (2) that

wX)>p" L)+ L)

Hence clearly L €S, since " is regular. Therefore, £ CS,. =>A(£) CS,,..

Since p =" on £, and n” is countably additive on A(£), it follows that p € M°(£).

Let L € and lete > 0 be given and arbitrary. By definition of p”, there exists a sequence {L,}
fromL s.t. L C”E:JIL',, and

So WL <p'(L)+esincep=p" onL.

Sincep” <y’ andp' =pons’,pw'(L’,)swl',) forn =1,2,....
Therefore, jl w'L',)s ,21 wL',).

The countable subadditivity of u”’ gives:

w(oz) = Swa.

Combining (1), (2), (3) we obtain

p.”(.QIL',,) <WL)+¢

Since £ CS,,. by (a), it follows from (4) that

u"(ﬁll,,) >pL)-e=p'(L")-¢, where L’ Dﬁ‘L,,,L,, ELn=1,2....
Since € > 0 was arbitrary, we conclude from (5) that

w'iL)=- sup{u”(ﬁlL,) |L'D .61L“’L" €L,n=1,2, } foranyL €.

By (b), u € M°(£). Therefore, since LS,S,S(£) it follows by (*) that it = u" |, Where "’ € Mg(£L).

The proof is now complete.
REMARK.

(c) is true in particular if p = p"’ on £ and p” is regular and £ is a 3-Lattice.

THEOREM 4.3. Ifu€J(£)and L CS,., thenn EM°(L).
PROOF. Sincep €J(£) = p EM,(£) L CS,. = 1" istegular. It follows from Theorem 4.2(b),

that it suffices to show that p=p" on L.
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(1) Now since p€J(£),p = =u” onL. We always have p<p” on L.

If there exists an L €L s.t. p(L) <p’(L), then since £ CS,u(L")>p" (L") =i(L") by (1), a
contradiction.

Therefore, it must be the case that = u” on £. We conclude that p € M°(£).

The proof is now complete.
Note:
(1) I =p”onc’,andifp” is regular then p €J(£). (This result can be found in [5].)
(2) fpE€J()thenp' =p" onL'.
We conclude by extending a result in [5]; namely,
THEOREM 4.4.

(@ If G L', €L' whereL, €L for allnand if nEJ(L), then p.( UIL',,) < 21 ul',).
n=l ne L
) If u( G L’,,) s § w(L',) whenever G L', €L forall n, and if W' is regular, then pn €EJ(L).
n=1 n=1 n=1

PROOF.

(a) See[5].

(b) We know that p”’ sp on £'. Suppose there exists L' €L’ s.t. (L") <u(L’). Then there exists
L ecstL'C UlL’,, and ¥ w(lL',)<w(l").

But L' = G (L',NL"). Therefore, w(L') = u( Ul(L ' ﬂL’)) < 21 uw(L',NL’') by hypothesis.
n=l A= -
Therefore, p(L') s 3 w(L',) < (L") which is a contradiction. Therefore, p” =’ on L', and since p"
n=1

is regular it follows easily that p €J(£).
The proof is now complete.
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