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ABSTRACT. Zero-one measure characterizations of lattice properties such as normality are
extended to more general measures. For a given measure, we consider two associated “outer”
measures and attempt to obtain the “outer”-measurable sets. We also seek necessary and sufficient

conditions for the measure and outer measures to be equal on the lattice or its complement.
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1. INTRODUCTION.

Let X be an arbitrary set and £ a lattice of subsets of X. (L) denotes the algebra generated
by £, and M(2) those bounded and finitely additive measures on A(L); Mp(2) denotes those
p € M(L) which are 2-regular, while M (L) denotes those u € M(L) which are o-smooth on £. Finally
I(L), 1p(L), and I,(2) are the nontrivial zero-one elements of M(L), M R(L), and M (L) respectively.

Many well-known lattice properties can be completely characterized in terms of I(L), I p(2) or
I,(L), e.g., normal lattices, regular lattices, disjunctive lattices, etc. (see [4], [5], [3], [10], [2]). We
begin by extending many of these results to M(L), Mp(L), and My(L), especially in the case of a
normal lattice (see Section 3).

In general, if v is an arbitrary outer measure on the power set of X, it is very difficult to give a
description of the v-measurable sets, or even to give nontrivial classes of sets which are v-
measurable. In the case of u, a measure, and v = y* the induced outer measure, then, of course,
classes of sets which are v-measurable are well-known. This is also the case in metric spaces with v
a metric outer measure. Here, we consider u € M(2) or M,(£) and two associated “outer” measures
v=y and v=y" and attempt to obtain the »-measurable sets. A full description can be given in
case p € I(L) or I (L) (see Section 4), and we attempt to extend some of these results to the more
general situation. We also seek necessary and sufficient conditions for various of the u, u’, u” to be
equal on £ or £, the complementary lattice, under varying conditions on the measure and on L.

Finally, in Section 5, we give lattice separating conditions between pairs of lattices £; and Ly
in terms of 4, 4" or some other “outer” measure.

We begin by giving a brief review of the basic lattice and measure theoretic terminology and
notation which will be used throughout the paper. This terminology will be consistent with
standard usage (see e.g. (1], [6], [7], [8], [9], [11]).
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2. BACKGROUND AND NOTATION.

We shall let £ denote a lattice of subsets of a set X and shall assume that the empty set and X
are in L. A(L) denotes the algebra generated by £. If L is closed under countable intersections then
L is said to be a §-lattice. L is said to be normal if whenever A, B € £ such that 4n B =4, there exist
C,DeL such that ACC,Bc D and C'nD'=9. L is regular if for each z€ X and A € L such that
z¢ A, there exnst B,Cel with ze B,ACC and BnC'=0. Lis complemtmt generated if for all
Lel, L= ﬂ A; L is complement generated if for all Let,L= n A, A, e L. L is countably
paracompa,ct X whenever {A,} is a decreasing sequence of lattice sets i o wluch n A; =0, there exists
a decreasing sequence of L’ sets {B,’} such that 4;c B, for all i and n B, -0 If £; and ¢, are
lattices of subsets of X and L, C L, then £, separates L, if whenever A, B €L, such that AnB =8,
there exist C, D€ L, such that ACC, BC D, and CND =#; L, semiseparates L, if whenever A € L,
and B € L, such that AnB =9, there exists C € 2, such that BC C and ANC =90. If L, separates L,
then £, is normal if and only if £, is normal.

M(L) denotes the set of all bounded and finitely additive measures defined on A(L). Without
loss of generality, we assume that these measures are non-negative. A measure y is o-smooth on £
if L;e 2 and L; | 8 implies u(L;) — 0. M?(L) will denote the set of all bounded and finitely additive
measures which are s-smooth, and hence countably additive, on A(L). If for all A € A(L), u(A) = sup
u(L), where LC A, Lel, then u is said to be L-regular. M g(2) denotes the subset of M(L)
oonsistil'lg of all £-regular measures, and M g (L) that subset of M R(2) consisting of o-smooth, £-
regular measures, i.e., M R”(L) =Mp(L)NMI(L). My(L) denotes those measures in M(L) which are
o-smooth on L. I(L) denotes the subset of M(L) containing precisely the 0—1 nontrivial measures;
similarly, 7p(2), I°(2), I1z°(L) and I,(L) denote those subsets of M R(L), MP(L), Mp°(2) and M,(L)
respectively, which are in I(£). We note that there is a one-to-one correspondence between prime
filters on £ and measures in I(L), and between L-ultrafilters and measures in I g(£). Furthermore, a
prime filter on £ has the countable intersection property (i.e., the intersection of any countable
number of prime filter set is nonempty) if and only if the corresponding measure is in I (). If
s €M(L), S(u) denotes the support of u, i.e, S(u)=nNL such that Let and p(Ll)=u(Xx) If
v € M(L) we will write u<v(L), or p<v on L, whenever u(L) < (L) for all Le £. One can show
(cf. [10]) that if ue M(L) then there exists a v € M p(L) such that p<v(L) and u(X)=w(X); if L is
normal and 4 € I(2), then v € I (L) and v is unique.

I()={uel(t)| if L= ﬁlLi, L, L;€L, then u(L)=inf u(Ly).
Similarly,
MyL)={seM@)| if L= ﬁlL,., L, L;€ L, then p(L) = inf u(L)}.

If £ is normal and complement generated then € I,(2) implies p € 17(2) (c.f. [5]). Essentially the
same proof shows that pue M (L) implies pe Mp°(L). If £ is normal, pe Ip(2) and peIg(L),
p <L), then u(L)=sup p(A), ACL, A, Ler. If L, C 2,y where L separates L, and if u € Ig(2,),
v € I p(Ly) where v extends p, then v is £,-regular on L'y, and v is unique; furthermore, if u € I r7(2)
then v € I (L) N1,(L').
3. EXTENSIONS OF SOME RESULTS TO MORE GENERAL MEASURES.
It is interesting to note how results of Section 2 generalize and extend to measures which are
not zero-one, i.e., to elements of M(L), M p(2) etc. We elaborate on a number of these below.
LEMMA 3.1. Let £ be normal, g€ M(L), s < (L) where v e Mp(L) and p(X)=v(X). Then for
Le (L) =sup u(A),ACL,A€L.
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PROOF. Let veMp(L). Then for ¢>0 and LeL, there exists L;€L,L;CL such that
y(L)-v(L})<e. Since L is normal, there exist A, Bel such that LycAcBcl. Therefore
u(B) > p(A) > (A) 2 v(Ly). Therefore, v(L) - p(B) < &.

THEOREM 3.1.  Suppose L is normal, pe M(L), v|, vo€ Mp(L), u<vi(L), p<vy(L) and
wX) =v(X)=vy(X). Then vy =vy.

PROOF. Tt follows from Lemma 3.1 that v (L) = vo(L') for all L € £. Therefore, v; = v,.

Let uye M(L). Define p(E)=sup p(L), L'CE, EC X and Le 2. Our next result shows that the
supports of u and p are equal if £ is regular. The definition of support is extended to p in an
obvious way.

THEOREM 3.2. If 2 is regular then S(u) = S(p).

PROOF. Since p(L) < u(L) for all L e L, S(u)C S(p).

Suppose there exists an z € S(p) and z ¢ S(p). If p(L) = p(X), and L e L then z € L. But there exists
A€t such that p(A)=p(X) and z¢ A. Since L is regular, there exist Ly, Ly€el such that
z€l'yCLyCA. Therefore u(L'g) > p(A) = p(X). It follows that p(L’y) = p(X). Therefore p(Ly) = p(X)
and hence z € Ly, a contradiction.

DEFINITION. ¢ is almost countably compact (a.c.c.) if s € I p(L’) implies u € I,(L).

We now show that if £ is a.c.c. then its defining condition holds for general measures.

THEOREM 3.3. Suppose £ is a.c.c. Then u€ Mp(L") implies u € M,(L).

PROOF. Let A;eL, A; | 0, A;#0, let pe Mp(L), and let 3% = {BeL|A;C B for some i}.
Now {A’;} can be enlarged to an £ ultrafilter. Therefore, there exists v € I (L) such that »(4)) =1
for all i. Since L is a.c.c., » € I5(2). Thus X has the countable intersection property. Suppose £.10,
L;€ L, and suppose u(L;)>e>0 for all i. Since pe Mp(L), there exist A;C L, A;€L, and 47 | 0,
such that u(A;)>e/2 for all i. Now A';#8 for any i and L;€%. Therefore 3% does not have the
countable intersection property, a contradiction.

THEOREM 3.4. Suppose £, C £, where L, separates L,. Let pe Mp(Ly), v € M p(L,) and let v
extend p. Then the following are true:

a) wvis £ -regular on £y,

b) If v; € Mp(L,) and v, extends u then v = vy

c) neMp(L))implies v € M p(Ly) N My(L).

d) peMp(L)) and My(L5) C M,(Ly) implies v € M p7(L,).

PROOF. a) Let Lyel, Since ve Mp(Ly), for any ¢ >0, there exists Ay€ L, such that
v(L'9) <v(Ag)+¢, A9 C Ly. Since L separates L,, there exist L;, 4; € L, such that Ly L;, AyC 4},
and LN Ay =9, i.e., AyC A C L) C Ly Therefore, (L'y) < v(Ay) +¢ < v(A) +e.

b) I v and v; € Mp(L,) and are extensions of p, it follows from part a) that v(Ly) = v(L'g) for all
Ly € Ly. Therefore v =v,.

c) Let v e Mp(L,) be an extension of p e Mp%(L), let A; 10, A;€ L, and let € > 0 be given. Since v
is L)-regular on 2’5, there exist B;c A, B; | 8, B;€ L, such that v(A7) < u(B;)+¢/2. Since
pe ME”(LI), there exists By € L, such that #(Bpy) <e/2. Thus v(A'y) <€ and hence v € My (L)

d) From c), ve Mp(L)N M (L9)C M R(L9)N M (L9) = M p7(Ls).

THEOREM 3.5. Suppose L is normal. Let pe My(2), vEMp(L), p<v(L) and p(X)=w¥(X).
Then v € M,(L).

PROOF. Let L; | 0, L;€ £ for all i and let ¢ > 0.

Since v € M p(L), there exist A; € L such that A; 10, A;C Ly and »(L7) <v(4;)+¢€/2. Since L is
normal, there exist B;, C €l such that A;cB;cC;cL; for all i, where B; | # and C; 1
Therefore, v(L';) < V(B +€/2< p(B) +¢/2< < H(C;) +e/2.
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Since u € M4(L), there exists Cy, such that u(Cy) < e/2. It follows that »(L'y) <.
4. ASSOCIATED OUTER MEASURES AND LATTICE PROPERTIES.

In this section we introduce the associated “outer” measures y’ and y” and compare the
behavior of u € I(L) or I,(L) with that of pe M(L) or M (L). We consider relationships between 4’
and p” under added lattice assumptions.

Let pe M(2) and let Ec X. Define u'(E)=inf p(L), where inf is taken over all L sets such
that EcL, Le.

Let pe My(2) and let Ec X. Define “~(E)=‘"f,§l"(L'i)v where inf is taken over all L sets
such that Ec T L7 L;et.

It is evident that 4 is a finitely subadditive “outer” measure, i.e., y" has the defining properties
of an outer measure with the exception that it is only finitely subadditive. On the other hand, 4" is
an outer measure. For the following reason, we assume pue€ M,(L) when defining u”. If u” were
defined for all 4 € M(L) then in particular, if p€ I(2) and p ¢ I,(2) then 4" =0.

THEOREM 4.1. Let u€ My(2). Then
a) p" <y everywhere
b) u(X) = p(X)

c) p<u ondt.

PROOF. a) Clear.

b) Clearly u'(X)<u(X). Let ¢>0 be given. Then there exist L;e L such that x =‘§1L',~, and
W(X)+e> ;ﬁl,‘(z}), Let Ay=, g i Then, .:z"l,;(L',.) > ‘gl,‘(L’,.) > w(A'y) = p(X)-p(Ay). Since
Ay 1 8, it follows that u"(X)+e > p(X).

c) Let Ler. Then p*(L) > u(X) - p(L) = w(X) - 1"(L) 2 w(X) - (L) = p(L).

REMARK. Let EC X and let u(E) = inf u(A), EC A, A€ A(L).

We note that under the assumptions of Theorem 3.4, v = 4 = 4" on 2,.

The following theorem concerning supports is a generalization of a result in [5]. We omit the
proof since it is essentially the same proof given there (c.f. Theorem 4.10 [5]) and note a corollary
pertaining to 4.

THEOREM 4.2. Let p€ M(L) where £ is regular. Let r be a monotone set function defined on
any collection of sets containing A(L), where >0, u<ron £, r<pon £, and 7(X)=pu(X). Then
S(r) = S(m).

COROLLARY 4.1. Let ue M(2), and let £ be regular. Then S(u") = S(p).

Let 7 o denote the collection of x-measurable sets, and let 9 . denote the collection of u-
measurable sets. Theorem 4.3 presents a classification of these sets for 0-1 measures.

THEOREM 4.3. a) Let ueI(2).

Then 3 .={EC X|E>Lor E>LLeELulL)=1}

b) Let ueI,(L). Then 7, ={ECX|ED i‘;r%’lL,. orED ;r?lL,., w(L) =1, L; € for all i}.

PROOF. a) Let Ec X, and Le 2.

If LCE and p(L) =1 then y(E)=1 and u(E") =0.

If Lc E and p(L) =1 then 4 (E)=1 and y'(E)=0.

In either case, E€ T "

Conversely, suppose E € T " Then u(E)+ u(E)=1.

If 4(E) =0 then there exists L € £ such that E c L' and u(L’) =0. Thus u(L) =1.
If 4'(E") = 0 then there exists L € L such that L c E and w(L) =1.

b) Let ECX,L;€£,ED § L;and u(L,) =1 for all .
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Then E c, U L and p(L;)=0 for all i. Therefore y"(E)=0 and E€9J e A symmetric argument
proves that E € ‘I'f#» if E'D n Li

Conversely, let Ec Xx and suppose (A= (ANE)+y(ANE) for all Ac X. In particular,
1= p"(X)=p"(E)+p(E). If y"(E)=0 then there exist L; € £ such that E c .°=L31L’,~ and pu(L;) =1 for all
i. Similarly, u"(E) = 0 implies E > .céxLi and p(L;) =1 for all i.

The sets I,(2) and M (L) provide a framework from which many of the remaining theorems of
this section rely, particularly with respect to results concerning x” and the x”-measurable sets.

REMARK. If e M(2) then E €7 iff 4/(4) 2 K(ANE) + (AN E) for all A'e L'

LEMMA 4.1. Let yeM(2) and let Ec X. Then E‘e‘ﬂ"‘, if and only if u(E) = sup p(L) where
LCEand Lel.

PROOF. Suppose u(E) = sup u(L). Let ¢ >0 be given. Then there exists L € L such that LC E
and p(E)-u(L)<e/2. Similarly, by definition of ', there exists B'DE such that Bet and
u(B) - W(E) < e/2. Therefore, u(B)—u(L)<eand LCECB. Let A'e2. Now y(ANE)<pu(A'NnB)=
w(AY+ p(B) - p(AUB) < p(A)+ p(L)+ e —p(AUL) = p(AnL)+e. Therefore, p(A'NL)> W(A'NE)—c¢.
It follows that, p(A)=p(A'NL)+mANL)> wW(ANL)+p(ANE)> W (ANE)~¢e+p(ANE) and hence
Ee9J .. Conversely, suppose Eeﬂ'“,. Then u'(E") = p(X) - y(E). Also, if € >0, there exists Le L
such that L'> E" and u(L") - 4(E') < e. Therefore, y(E)— p(L) <e.

THEOREM 4.4. a) Let pe M(2). Then '5' NL={LeL|u(L)=pL)}

b) Let pe I (). Then T NL={LeL|y(l)= ;t(L)} iff peI,(L).

PROOF. a) Clearly follows form Lemma 4.1.

b) Let L#‘» ={Lel|u(L)=p(L)}. Suppose '5'p~n!. = L”». Let L; | L, where L,Lel. Suppose
u(L)=1 for all i. Then Le¥ »ﬂL If w(L)=0 then u"(L)=0. Therefore there exist
A;€L, Al,Lc U A and p(A;)=0 for all i. Therefore, (L;nA4;) | 0. But u(L;nA4;)=1 for all , a
contradlctlon smce p€Iy(L). Conversely, suppose p€ I (L) and L€ ‘El' ~ne. Let L,L;eL.

CASE 1: n L;Cc L and p(L;) =1 for all i.

Then ‘ir?l(LnL )_ L and we may assume (LN L;)].
Since p € I4(L),s(L) = 1. Therefore p"(L) =1.

CASE 2: n L C L’ and p(L;) =1 for all i.

Then u(L'}) =0 for a.ll iand L c, U L Therefore 4"(L) = 0 and hence (L) = 0.
Thus 7 un LC .L”» But clea.rly, ,fn!. o) Lp,..

THEOREM 4.5. Suppose € M(L). Then £ C '5’”, iff ue Mp(L).

PROOF. Clear.

We next investigate conditions which guarantee that u” and 4”, or & " and ¥ - ate equal. Our
first result concerns the equality of these outer measures on L'

THEOREM 4.6. Let pe My (L). If p€ My (L) then y'= 4" on L.

PROOF. We know that 4" <y on 2’ Let £ >0 be given and let L € £. Then there exist ;e 2
such that L'c e§1l'“ and (L) +¢/2 >'12°1;1(L',-). (We assume Lt.) Therefore, L= ;r?l(L,-UL) and
(L;uL) | L. Since pe My L), there exists Ly such that p(LyUL)-u(L)<e/2 for some N, or
equivalently, u(L'y N L) > p(L)-¢/2.

Therefore,

W) +e/2> B L2 WL y) 2 WLy L) > WL) - e/2

from which it follows that u"(L) = u(L) = 4'(L)).
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THEOREM 4.7. Let pe M,(L) and let £ be normal. Suppose either of the following two
conditions is true:

i) 1 is countably paracompact.
it) 21is a é-lattice.
Then 4 = u”on L.

PROOF. i) Since £ is normal and countably paracompact, there exists v € M g7(L) such that
p<von Land p(X)=v(X). (cf. [11]) Therefore, on L, v=v"=v"<p” <y’ Also, since L is normal,
V=4 onl.

ii) Let ¢ >0 be given and let Le 2. There exist L] , LC ‘:leL} and p"(L)+¢> , z:)lp(lfi). Since 2 is
s, if A= 'ZL‘J)IL} then Ael. Since L is normal, there exist B,C et such that Lc BcCc 4.

Therefore,

KL S u(B) S MO W) S WAV S B WLy <L) +e.

THEOREM 4.8. Suppose 2 is § and p€ M (L). Then
a) wTry< EuryLet.

b) ' =u" everywhere
) T.=9 e

The following corollary follows immediately from Theorem 4.5 and Theorem 4.8 c).

COROLLARY 4.2. Suppose Lis é, p€ My (L) and £ C T,"" Then e Mpg(L).

The following theorem shows that set inclusion of u-measurable sets is preserved under
inequalities with respect to the lattice L.

THEOREM 4.9. Let p,v e M(L),s<v on L and u(X)=v(X). Then 'El'”, C ‘IV,.

PROOF. Ee€ "I”' implies u(E) = sup u(L) < sup v(L)<V(E), LCE, Lel. But since u<von L,
v<pon L and hence v(E) < y(E).

We next note some extensions of some results which are known for zero-one measures that
require the notion of a regular outer measure. We begin by defining this concept and list some
consequences.

Let v be a finitely subadditive outer measure. Then v is regular if for every G c X, there exists
E € T, such that G C E and »(G) = v(E).

The following properties are noted for completeness:

i) Let v be a regular outer measure. If E;f, E; C X, then v(limE;) = lim v(E,).
ii) Let v be a regular, finitely subadditive, outer measure. Then E € 7, iff v(X) = v(E) + v(E)).

REMARK. Clearly, i) is not true if v is a finitely subadditive outer measure. For example, let
n€I(L)-145(2). Then there exist L;et such that L; | 8 and u(L)=1 for all i. Therefore,
#(X)=p(X)=1but y(L;) =0 for all i.

We now show that the converse of Theorem 4.6 is valid when 4" is regular.

THEOREM 4.10. Let pye M, (). If 4’ = 4" on L and if 4" is regular then p € M (2).

PROOF. Suppose y'=py" on L. Let LiL, L, Lel. Assume there exists ¢>0 such that
mL)+e<pm(L;y) for all i. Then p(L)-e>p"(L;) for all i and hence u(L)—e>lim u'(L7)
= u"(timL’) = p"(L') = p(L'), a contradiction.

We end this section with some further consequences of regular outer measures which are stated
without proof in the following theorem.

THEOREM 4.11. Let p€ My(2) and let 4" be regular. Then the following hold:

a) 7 W C T "
b) If u=pu"on L then pe MI(L).
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Clearly, if p€ I(2) then 4 is regular. Similarly, if u€ I,(2) then u” is regular. Therefore, the
consequences of Theorems 4.10 and 4.11 are valid if eI (). It is interesting to note that no
explicit use of the regular assumption of outer measures is required in proving this case.

5. ASSOCIATED OUTER MEASURES AND LATTICE SEPARATION.

In this section we investigate the effect of further lattice assumptions on various measures and
for this purpose introduce the class of measures My, (2). Also, we investigate the effect of
assumptions concerning “outer” measures on lattice separation properties.

For E c X define a(E)=inf u(L) where Ec L,Le L. We note that j is a finitely subadditive
outer measure.

LEMMA 5.1. Let £, C L,y and suppose L, semiseparates Lo. If pe M(L}) then 4> s on L,.

PROOF. Let pe M(L;), LyeLy and €>0. Then there exists L) D Ly, Lj €L such that
#(Lg) > p(L'y) —e. If £, semiseparates L,, there exists 4; € £ such that LyC A C L.

Thus,

H(Lg) > ML) —€ > p(A))—e > fi(Ly) —e.
Therefore y'> ji on L,.

LEMMA 5.2. Let £;CLy. If peMp(L)) then 5> 4 on L,

PROOF. Let ¢>0 be given and let L, € L,. Then there exists L; € £; such that L, > Ly and
B(Ly) > p(Ly)—e. Since peMp(L),p=4 on L. Thus, i(Ly)>pu(Ly)-€= H(L))—€> p(Ly) —e.
Therefore, i < 4’ on £,.

Combining the results from Lemmas 5.1 and 5.2 we have,

THEOREM 5.1. Let £, C L, and suppose L, semiseparates L,. If y€ Mp(L,) then y'=jion L,.

The following theorem gives conditions which preserve inequalities of measures when extended
to super-lattices.

THEOREM 5.2 Suppose £;c2, and 2, separates L, Let p<y(L)) where
HEM(L,),v€Mp(L)), and let v and X be extensions of y and v to M(L,) and M p(L,) respectively.
Then 7 < A(Ly).

PROOF.  Suppose there exists Lyel, such that r(Ly)>A(Ly). Let ¢>0 and let
7(Ly) = MLy) >¢. Since A€ Mp(L,), there exists A'g D Ly, Ay € Ly such that MLy)+e> A(A’). Since
L1, separates L,, there exist L;,A; € 2, such that L, c L; c 4} C A'y. Therefore,

B(Ly) = 7(Lg) 2 7(Lg) > MLg) + € > MA'9) 2 MLy) = ¥(Ly),

a contradiction.

We now show that semiseparation is a sufficient condition to preserve equality of the outer
measures g, u~ on super-lattices when the given lattice is 6.

THEOREM 5.3. Let £; C L, where £, is 6, £, semiseparates L,, and let pe My (2)). I =4
on £, then 4’ = 4" on £,.

PROOF. If € >0 and L, € L,, there exist L; € £; such that °lle',- D Ly and p"(Ly) +€ > °2°1;4(L'1).

1= 1=

Since £ is 6, A1 = U L,4,€L,.
If £, semiseparates L, there exists B; in £, such that L, c B; Cc 4";. Now,

. . . v x P
#(Ly) < u(B)=p(By)<u(A]) < , Elﬂ(L,') <H(Ly)+e.
Therefore, 4" < 4" on L,. Since 4’ > y” everywhere, the conclusion follows.

Let My (£) = {u € M(L)| (L) = sup 4(A), L, Ac L and AC L}.
Clearly, M p(2) C My, (). We now prove that M p(2) = My, (2) when £ is normal.
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THEOREM 5.4. Suppose L is normal. Then p€ My, (L) implies that u € M p(L).

PROOF. Let ¢>0 and Lel. Since pe My (L), there exists L€l such that L;c L and
H(L) - p(Ly) <e. Since L is normal, there exist A, Be £ such that L, cA’'cBc L
Therefore, u(L}) < u(A)=pn(A)<p(B)<p(B)<pu(L) and hence, u(L)-pu(B)<e. It follows that
pe MR(L)-

The following example shows that the converse of Theorem 5.4 is not true.

EXAMPLE 5.1. Let A, BCX, AUB# X and ANB=0. Let £ ={0,4,B,AUB,X}. Clearly £ is
not normal, but My, (2) = M p(L).

THEOREM 5.5. Let £;Cl, and let £, semiseparate L,. If ve My (L,) and if p is the
restriction of » to A(L;) then pe My, (L)).

PROOF. Let e>0and let L; € 2;. Then there exists Ly C L'y such that u(L'|)—€ < v/(Ly). Since
1, semiseparates L,, there exists 4; €L, such that LycAycLy. Clearly, v(Ly) < p(Ly) < p(4)).
Therefore, u(L'y) - € < p(A;).
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