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Abstract

Spectral measures and transition probabilities of birth and death processes with Ay = pg = 0
are obtained as limite when Ag — 0% of the corresponding quantities. In particular the casc of
finite population is discussed in full detail. Pure birth and death processes are used to derive

an inequality for Dirichlet polynomials.

KEY WORDS AND PHRASES. Markov process, and inequality for Dirichlet polynomials.
1991 AMS SUBJECT CLASSIFICATION CODES. 60J, 60J20.

1 Introduction.

A birth and death process is a stationary Markov process, has state space {0,1, ...} and the transition
probabilities pma(t) (the probabilty that the system takes time t to go from state m Lo state n)

satisfy the forward equation

%Pm.ﬂ(t) = Anc1Pma-1(t) + /‘n+lpm.n+l(t) — (M + I—‘n)Pm,n(t)’ (1)

and the backward equation

P
%ipm,n(t) = /\um-H,n(t) + Ir‘mpm—l,n(t) - ()‘m + l‘m)Pm,n(t)~ (-)

Usually the birth rates {\,}5° and the death rates {p.}§* in (1) and (2) are assumed to satisfy

1o >0, Ay >0and fingr >0, n20. (3)
Karlin and McGregor [7) have shown that the pm a(t)’s admit the integral representation
2o Bect [ Qu()Qu(e)in(a). (@

where {Q.(z)}& are polynomials orthogonal with respect to the spectral measure du(z). Here

Pma(t) =

H1-..

du(z) is a positive probability measure and the Q,’s are generated by
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—.I'Q,;(-") = All(2n+l('r) + /‘uQn~l(J') - (/\n + I‘n)Qu(-r)~ n 2 1. (r))
Qo) =1, Qi(v) = (Ao + po — )/ Ao,
and satisfy the orthogonality relation
> M-l .
€ m-.d )= 51— O%m.n-
[ QueIQuindpte) = Estes, (©)

If probability is to be conserved, i.e. the process is honest [7]. [13]. the estriction
=0 (7)

must be imposed. The interested reader may consult our recent survey article [6] for details.

The purpose of this paper is to consider absorbing processes with A\g = 0 and to derive an
inequality for Dirichlet polynomials. We consider processes with Ay = 0 as limiting casces Ay — 0%
of birth and death processes with Ao > 0. The general theory for this procedure is explained in
Section 2 for a finite state space and outlined in Section 3 for an infinite state space. In Section |
we illustrate the procedurc of Sections 2 and 3 by applying it to the cases of linear birth and death
processes. The dual case where we start with processes having Mg = 0, po nonvanishing, taking the
limit o — 0% may be handled in the same way using the result obtained in [12].

Linear birth and death processes have been studied extensively. An exellent reference to consult
is [8]. Birth and death processes with finite state space are also called truncated processes, [3).
Applications of truncated birth and death processes are in [9] and [10] for exemple. Karlin and

Tavaré [11) considered birth and death processes with killing. For such process

Al + oft), ) =i+1,

Pia(t)

Il

.t + o(t), J=1-1,

L— (A 4+ + )t +o(t), j =1,

as t — 0%, where v, is the rate of killing or absorption at state i. The results of Sections 2 and 3 can
be extended to birth and death processes with killing in a straightforward way. The only difference
is that £ = 0 may no longer support a discrete mass even if the state sp'ace is finite.

This paper concludes with a Section 5 where we show how pure birth (or pure death) processes

imply the curious inequality

123 ne™ JI (1=2/2)120,t>0, n>m, (8)
j=m m<i<n
1#

if the A,’s are distinct. The cases when some of the ),’s are equal are limiting cases of the cases
with distinct A,’s. In Section 5 we also discuss Dirichlet series representations for p,,.(t) and

YonZ s Pm.a(t) for a pure birth process. As an example we consider the case A, = a(n? + fn + 7).
2 Finite state spaces.

Recall that (7) is assumed throughout this section. From (5) we see that AoQ;(z) — —z and
XoQ2(z) = —x(A + g1 — z)/A; as Ao — 0. By induction we see from (5) that
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MoQu(r) = —ron_ (). n >0, as Ay — 0, (9)

where ¢, () has precise degree n, and
oo(@) = 1. o1(x) = (A + p — &)/ A, (10)

A,;(D,,(.l') = (/\n + pn — ~l')¢n—](:’:) - ﬂn¢n—2('l‘)s n>l (l l)

Furthermore one can show by induction that Q,(0) =1 for all n. n > 0.
In many interesting cases the A,’s depend on a parameter a and Ao — 0 when a tends to a
critical value ag, but as a — ag the A.’s and yi,’s, n > 0, have non zero limits. This is the case for

example when A\, =n+a+ 1.y, =n and a —» —1.

It is clear that the ¢,’s are birth and death process polynomials associated with birth rates
{A}3° and death rates {g.,}7".

In this section we treat the case of finite state space (finite population) because it is easier and
makes certain features more transparent. Let the state space be {0,1,..., N}. Define numerator

polynomials, [1], [17], @%(x) as the solution of the recursion in (5) with the initial conditions

Qo(z) =0, Qi(z) = =1/X0. (12)

It is more convenient in spectral analysis to use the monic polynomials

Pu(z) = (=1)"do... \ac1@Qu(z),  P2@)=(=1)"ho... A1 Q%(). (13)

It is easy to see that

—Ao % 0 0 0
/\0 .'t—Al—ﬂl H2 0 0
0 /\1 fl:—/\g—[,lz . 0 0
Pu(z) = : : . o n>0,  (14)
0 0 0 fnt
0 . 0 0 /\n_g :I:—/\,._l—,u,,_l
m—)\l—p, K2 0 “en 0 0
/\1 .'E—Ag—}tg M3 e 0 0
. 0 X2 z=Xg—ps . 0 0
Pi(z) = : : . o ;> 1 (15)
0 0 0 fin—1
0 0 0 /\"_2 I—/\ﬂ_l—[ln_]

Observe that the determinent representations in (14) and (15) are meaningful even if some of A,’s

and p,’s vanish. Note that
dnl(z) = (=1)"MA ... Au Py (). (16)
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We now assume Ax = 0. which forces the state space to be {0,1..... N}.
The Stieltjes transform of dyy . the spectral measure of the finite process, is given by
Piav) _ /'N ‘ll“\’(')~ (17)
Pya(x)  S-n x—1

The zeros of Pyyi(x) are all real and simple and interlace with the zeros of Pg (). [17]. Further-

nore
. Py, ()
lim o= M4070 — 13)
r=c " Pnyy(x) (
Thus dpv(t) has masses Ag, Ay...., AN at the zeros 79 < 1) < ... < an of Pnyi(2) and
. N N
Phaa(2) Ae SA=1,  A>0,0<k<N. (19)
Pyale)  Shx— =

The sum of the rows in the determinant Pnyy(x) is , hence Py41(0) = 0. The remaining zcros of

Px 41(2) are positive. Thus ay = 0 and (19) becomes

Pin(2) Ao | & A N
—=—+ . A= 1. A >0, 0<k< NV 20
Pyya(z) ‘Z::] = ?_—; k k (20)

As Ag = 0. Pyyi(z) — zPj,,(z), hence Ay — 1. Therefore Ay — 0, 1 < k < N and the
spectral measure converges to a single point mass at + = 0. Later we will see that this is a
general phenomenon when the state space is the nonnegative integers and the moment problem is
determined.

Recall that for N > 2, A, is also given by

N n -1
Ax = [l + Z P3(zy) H(/\,-lp,)] . (21)
n=1 =1
This shows that for £ > 0, Ao > 0,
N n -t
Ak = dom [/\o/h + Z P,?(-’tk) H(AJ—II‘J )] . (22)
n=1 =2
Therefore
N-1 n -1
Aifdo = p |PH(Ee) + Y P2(ir) H('\:-ll‘;)] k>0, &= ,\‘}in& Z. (23)
n=2 1=2 -

Observe that P,(#;) = #:P*(#x), 1 < k < N and {P2(z)}V, or {@a(2)}Y "1, is a finite family of

polynomials orthogonal with respect to a discrete (positive) probability measure du%y’(z) such that

= () _ & _Be - - B
Lo =L B Emer/ Hwas)| - e

Thus we proved:

Theorem 1 As Ao — 0%, the spectral measure du(z) degenerates to a single unit mass supported at
z = 0. Furthermore the ¢, ’s are orthogonal with respect to a discrete probability measure dyg)(z)
supported on a finite subset of (0,00) and
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atdp(x)

- dpP ().
’\U/’] /N( )

Theorem 1 and equation (1) furnish complete information about the limits of the transition
probabilities p,, () as Ao — 0%, Indeed by writing f5° f(x)dp(x) as f(0)A, + [/ (x) = [(0)]dp(x)

we obtain for m.n > 0

Ao (A N dy(x)
man(t) = ————— A n m ot ald )/ m 5 25
Palt) = [m sQu0Qn(0) + [T AQulrNQulr) o (25)
hence
. Ao Ao [ L )
i pu(t) = Zm= [ e n @m0 ). > 0. (26)
Clearly poo(t) — 1 as Ay — 0.
We also have, for m > 0,
o z o —r du(x
Pm.o(t) =/0_ e Qm(x)dp(x) = A0+/o+ e " X0Qm () lj\(o ), (27)
so that
. ) t,—rl
lim puo(t) =1+ ;1,/ ¢,"_1(:c)d;t“)(r), m > 0. 28)
No—0+ b
Similarly for n > 0,
Ao A1 [
(2 =—————/ “TQ.(2)du(z
Pou(t) i Jo € Qn(z)dp(z)
/\1 ...An_l [ R "
= —_— i 1
e A(,A,,+/0+ e /\OQ,.(z)dy(x)] (29)
and
Pou(t) =0, m>0, as Ay — 07 (30)
Therefore
,\jl_r‘l;* Pon(t) = bnp. (31)

3 Infinite state spaces.

We now extend the results of Section 2 to the case when the state space is the nonnegative integers.
We assume that the spectral measure is essentially unique, that is the moment problem associated
with the polynomials {Q,(z)} is determined. We refer the interested reader to [17] for criteria for
the determinancy of the moment problem.

If m > 0, n > 0 then, by letting Ag — 0% in (6), we see that lim,,_o+ -A:—;dp(a:) = duM(z)
holds in the sense that

[ rertnte) ~ [ feua) 2o — 00 (52)
A x/\oﬂx u(z A z)dp Nz o s 2

for any polynomial f(x) independent of Ag. This also shows that {¢,}3 are orthogonal with respect
to du(z) and



474 M. ISMAIL, J. LETESSIER and G. VALENT

~ .
/ O () ()M (1) = ﬁ%ﬂl%‘.bm_n. m.n > 0. (33)
() | BRICIRAL Y

A more delicate argument shows that the limit relation in (32) holds if f depends on Ay but

f(x)c" converges to a polynomial as Ag — 0%, for all £ > 0, » > 0. This shows that

. D VI S

lim p.(t) = —'——'—'—/ € " oot (2)Puc 1 () (&), o > 0, (31)

No—0+ Moo ftn Jo
as expected. To see that dul')(r) has total mass equal to 1 we express 2 in terms of Qo(r), Qi(r)
and () as
2

%= Q) = (Ao + 1 + M)Q(T) + (Ao + 10)Qo( ). (35)
Then integrate both sides with respect to du(z)/su; on [0,00) and apply (6) to get

o~ “.2 BYS
'[, /\omd;t(a') — 1 as Ay — 0%, (36)

The first moment of du is
/0 " adu(x) = /0 ~ 2Qolx)dp(x) = /0 " PoQo(2) — 2@ (@)du(x) = do. (37)

If f(a) is a polynomial of degree at least 2 then

o0 o [ @) - f0) - 2f(0) 5, * dulx 38
[ f@u@) = [ = sdp(a) + £(0) + [~ wdu(z) (33)
If f(z) is independent of Ao the above identity (32) and (37), yields
Jim, [™ f(z)du(z) = £(0). (39)
This shows that as A\g — 0%, du(z) degenerates to having a unit mass at z = 0. In fact we proved:

Theorem 2 Let the moment problem corresponding to the polynomials Q,(z) be determined. Then

as Mg — 0%, du(z) degenerates to a singleton of unit mass at x =0 but

gidp(z) )
A ort = dp(z),

where du)(z) is a probability measure supported on (0,00). Furthermore the ¢,.’s are orthogonal

with respect to du(V(z).

Next consider the cases m > 0, n = 0 and m = 0, n > 0. Here we need to distinguish between

the case when y is continuous at z = 0 and the case when g has a jump at z = 0. First assume
p#(0%) = p(07) = Ao(o) > 0, (40)

for Ag in a neighborhood of Ag = 0, so that

I

[ e Qnle)aut),
4030) + [ eQm(@) — Qm(O)}du(2) (41)

Pm,o(t)

Clearly Ag(Xo) — 1 as A\p — 0% and
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lim paot) =14, / l_“Q),,l_|(.l').l'_l(//l(l)(.l‘). m >0, (42)
\o—0+ 0

it 5 e~ dpM (&) exists. On the other hand if jr is continuous at 0 for Ay in a ncighbourhood of

Ao = 0 then
~
,\‘ST&, Puoll) = 111/0 @i (@) dp M (x), m > 0. (13)

In the case m = 0, n > 0, since Ay = 0, the backward equation (1) shows that Po,(t) is independent

of 1. The forward equation (2) and simple induction proves that

Pon(t) = b0, when X = 0%, (44)

4 Examples.
In this section we shall consider tow linear birth and death processes with
Mm=n+a+l, y, =n, (45)

A =c(n+ B), ptp =n. (46)

There is no loss of generality in assuming g, = n since we require go = 0.

We shall also discuss a birth and death process with rates
A=nt+a+l, gupy=n+c+1, n>20, go=0. (47)

This later case is more complicated but the analysis is of some interest.
The case of constant birth and death rates involves Chebyshev polynomials and we leave it as

an exercise for the interested reader.

4.1 The process (45).

In this case
Qulz) = L‘“’(x) A z) : (48)
where{L{®)(z)}$° are the Laguerre polynomials [14]. Hence the Q,’s satisfy the orthogonality rela-
tion
[ 0u@)@mie g de =~ s (49)
o " " T(a+1) w—(a+l),I i
It is easy to see that
_ (a+1) X ™ l),, k=1
¢n(1‘) = - Qn+l(l) hm z k'( + 1) —a = 1)3‘
nt+l ¢ o
(n =Dk et 2 (g 1)2 L0 (), (50)

TG EE-D

Now (14) holds since
z2x%~* .
(a+ 1)l (a+1)

—zeFasa— —1.

Thus
dpW(z) = ze~dz. (51)
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Therefore as a — —1 we obtain

19 oo
Pmn(l) — m-(%'i;'—)l”);—l/o e LM ()L ze~*dx, m,n > 0,
00
Pmo(t) — m/(; e LY (x)e~?dz, m >0, (52)

Pon(t) = don, n 2> 0.

4.2 The process (46).

In the case under consideration, [2, V1.3.2)],
Qu() = ma(z/(1 = )i B,¢)/(B)n, (53)

where the m,’s are Meixner polynomials. The orthogonality relation of the Meixner polynomials,

(2, VI.3.4], takes the form

Lz:;)Qn(k(l - ¢))Q;(k(1 - c))c"(_'%(l _ c)ﬂ = c(-ﬂ;)"l‘!&nu- (51)

Now Ag — 0% in two different ways, either by letting 8 — 0% or by letting ¢ — 0. We shall treat
only the former case because the latter case becomes a case of a pure death process.

Thus as Ay — 0%, .I:Wf\—‘;(:—l) converge to du)(z) where uM(z) is a jump function. u(—o00) =10
and p(z) has jump kc¥~1(1 —c)? at 2y = (1 —c)k, k = 1,2,.... Clearly u"(00) = 1, as expected.
Observe that in this case %%(:—} blows up at 2 = 0 as A\ — 0%, while 12%‘? converges when Ay — 0%,

It is easy to see that

bu(z) = M (f Lo, c) /(n+1), (55)

l1-¢

hence one can use in (34), (42), (44) to compute the transition probabilities.

4.3 The process (47).

In this case the Q,’s are related to a family of associated Laguerre polynomials {L£{*)(z;¢)} in {5]

by

__ (9n (g
Qn(z) = mﬁﬁ )(z; ). (56)
It was shown in [5] that
(@) _ yag-s |¥(c, - alpha; ze-**|" /{T(c+ 1)T(1 + c + a)}, (57)

dx
where ¥ is a Tricomi psi function [4, Chapter 6]. We let )y — 0+ by letting @ — —1 — ¢. Thus in

the limit we have
z? dy(z) . zl-ce==
Ao[ll d.’t F(C + 2)

But the basic integral representation (4, 6.5.2] shows that ¥(a,a + 1;z) = z~°, when Re a > 0.

I\I!(c,c +1 :::e""')|-2 . (58)

Therefore

z? dp(z) . gltee—=
Aopr dz T(c+2)’

i.e. the ¢,’s are essentially Laguerre polynomials with parameter ¢. This can be also shown directly

(59)

from the recurrence relation.
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Finally we note that the limiting case B — —c in the birth and death process,
A =c(n+ 8+ c). fing1 =0+ c,n >0, so =0,

can be similary handled and the ¢,’s are Meixner polynomials.

5 Pure birth processes and an inequality.

We apply the methode of separation of variables to find the transition probabilities. The result is
not new but the proof is of some interest because it also applies to general birth and death processes
as pointed out in our joint work with D. Masson [6]. We shall consider first the case of a finite state

space {0,1,..., N} and assume that A, A, ..., An are distinct.

Prnt) = F(8)FaQum, (60)
and substitute in (1) and (2) to get
fT((:—)’ = Pocs Fact = MEu] /Fs = P @uts = AnQu] /Qon. (61)

Thus each side in the above equality must be a constant. Set

F)/ft) = —=. (62)

Since the probabilities p,, .(t) always lie in (0,1) then z > 0. This shows that

Qmi1 =1 —2/An)@m, Fuc1=(An—z)F/lna (63)
hence o
Qm=Qo [T (1 —2/X), (64)
=0
and similarly N
Fo=Fy I A -2/%)- (65)
X" j=n+l

One can incorporate Qo and Fy in the separation constants and find

pun(®) =2 [7 e T1 (=22 T 0 - 2/20da), (66)

i=n+l

where dpu(z) is a measure which depends on N. In a pure birth process we must have Pmalt) =0

if n <m, and pmn(t) = Smn ast — OF.

The first restriction implies

ﬁ a1- a:/A,)"i:[l(l —z/X)dp(z) =0, m >n, (67)

=n+1 =0

a.e., hence we may choose dyu(z) to be supported at {Xo, A1,.. ., An}. The second restriction is

e ‘Z:q ﬁ a- A:/Aj)"f[l(l = M/X) = bmn- (68)

X" 1=0 j=n+l
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where ¢ is the (possibly signed) mass at A;. The solution of the above system is

a=M/Aw) JI =x/A0)™ (69)

0<i<N
1#l

therefore

Pma(t) = /\i S e I A=A/ nzm. (70)
noy=m

m<i<n

I#

This proves the inequality (8).
Observe that the restriction N < oo may now be removed from (70) provided that the series
on the right side converges. A sufficient condition for this is that \,4; — A, is bounded below by a

positive number for sufficiently large j.

Using a completely different technique, McCarthy et al. [13], proved that a nontrivial Dirichlet
polynomial Y°%_, axz**, where Ay € R and the \’s are distinct, has at most n — 1 zeros in R*. This
shows that the series appering in (8) may have at most n — m zeros when ¢ < 0.

When
A=an®+fn+v)=a(n+a)(n+bd), (71)
on can compute explicitly the products in (70). In this case

(1Y =m)i(n—j)T(n+j+8+1)

I (e = @+ A)m +5 + ) ’ 72)
I#;
and
—_ - (m + a)"—'"(m + b)ﬂ—m(2j + ﬂ)(ﬂ)m-}-; _ ~-m_—A\,t
Pl = X T = BT (73)
Clearly
= _ > (=1 (m A+ a)agi(m + b)ary (Blamss o - e Amast
Lt = 3 FETT) W (27 +2m +5)
i (_I)J(m + a)](m + b)j(ﬂ)2m+] (2] + 2m + ﬂ)e"’""*"
=0 JU(B)am2in
XzFl a+m+]’b+m+] ;1) . (74)
B+2i+2m+1

A simplification leads to

& S (=1)i(m+a)j(m+b); _, a+m+j,b+m+j
Z: p'mv'l(t) = Z ]!(ﬂ+2m]+]) Je A +"2FI ) ;1 . (75)
n=m =0 J B+2j+2m+1

The above formula is a corrected version of a formula obtained by Roehner [16] using generating

functions. On can use Gauss’s theorem, Rainville [14],
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e y) 2 Hoflemazb) .
21"( c ’1) " T(e—a)l(c~0) (76)
Lo get . i s
3 prualt) = ot (L) 4 2n ot DY Bhamts =t (17)
Lo Pmn T(m+a)l(m +b) 55 (a+m + )b+ m+34))!

When « = b and 3 is an integer the above sum can be expressed in terms of the Jacobi theta
function 8y, its derivatives and its integral. Roehner simplified the expression Y32, pm.n(t) only

when m = 0,a =b=1/2 (so B =1). Snyder [18] considered the case a = b= 1 (so § = 2).
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