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1. Introduction

Let X be a space and let f : X→X be a self-map. Let Fix( f )= {x ∈ X : f (x)= x} denote
the fixed point set. The Nielsen number N( f ) provides a lower bound for

min
{

#Fix(g) : g � f
}

(1.1)

and is often sharp. But, in general, it is very difficult to compute N( f ) from its definition.
For background on Nielsen fixed point theory, see [1–3].

For a given space X , algebraic properties of its fundamental group π1(X) are usually
important to compute Nielsen numbers on it. However, if the fundamental group of X is
free or a free product group, then computing Nielsen number on X is extremely difficult
see [4].

In this paper, we estimate the Nielsen numbers on aspherical wedge product spaces,
focusing on the following three cases:

(1) torus wedge surface with boundary;
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(2) Klein bottle wedge surface with boundary;
(3) torus wedge torus.

It is well known that the fundamental group of the wedge product of spaces is the free
product of the fundamental groups of the spaces. In Section 2, we present several proper-
ties of free product of groups which we use in the final section to classify all maps of the
spaces above. Then we consider the Nielsen numbers on aspherical wedge product spaces
in Section 3. As applications, we estimate the Nielsen numbers on the above three types
of spaces in the final section.

2. Free products

LetA∗C be the free product of two groupsA andC. The groupsA andC are called the free
factors of A∗C. A reduced sequence (or normal form) is a sequence of elements g1,g2, . . . ,gn
from A∗C such that each gi �=1, each gi is in A or C, and successive gi, gi+1 are not in the
same free factor. It is well known that each element g of A∗C can be uniquely expressed
as a product g = g1,g2, . . . ,gn, where g1,g2, . . . ,gn is a reduced sequence, which is called the
reduced form (or normal form) of g.

Let g be an element of A∗C with reduced form g1,g2, . . . ,gn. The syllable length λ(g) of
g is n and g is called cyclically reduced if g1 and gn are from different free factors or n≤ 1.

Theorem 2.1 [5, Theorem 4.2]. Each element of A∗C is conjugate to a cyclically reduced
element.

Lemma 2.2. Suppose that neither of u nor v is in the conjugate of a free factor. If uk = vk in
A∗C, then u= v.

Proof. Suppose that u= u1,u2, . . . ,um is cyclically reduced. Since u is not in the conjugate
of a free factor, we have m≥ 2. Since u is cyclically reduced,

uk = (u1u2 ···um
)(
u1u2 ···um

)···(u1u2 ···um
)

(2.1)

is also cyclically reduced and λ(uk) = km. If v is not cyclically reduced, vk is not either,
and this contradicts the hypothesis uk = vk. Therefore, v is cyclically reduced and so vk is
cyclically reduced. Let v = v1,v2, . . . ,vn. Then, similarly to u, we have n≥ 2 and λ(vk)= kn.
Since uk = vk, this implies that λ(uk)= λ(vk) and so m= n. Furthermore,

ukv−k = (u1 ···um
)···(u1 ···um

)(
v−1
n ···v−1

1

)···(v−1
n ···v−1

1

)= 1. (2.2)

Since uk and v−k are cyclically reduced and m= n≥ 2, we can say that ukv−k = 1 implies
that each pair ui and v−1

i is in a same free factor and uiv−1
i = 1. Therefore, ui = vi for all i

and hence u= v.
Now, suppose that u is not cyclically reduced. Then, by Theorem 2.1, we can denote

u=wsw−1 for some element w and cyclically reduced element s in A∗C. Since u is not in
the conjugate of a free factor, the same is true of s=w−1uw and

sk = (w−1uw
)k =w−1ukw =w−1vkw = (w−1vw

)k
. (2.3)
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Since v is not in the conjugate of a free factor, this implies that w−1vw is not either, and
hence the above paragraph applied to s and w−1vw in place of u and v shows that s =
w−1vw. Therefore, we have u=wsw−1 =w(w−1vw)w−1 = v. �

Lemma 2.3. Suppose that neither of u and v is in the conjugate of a free factor. If umvn =
vnum in A∗C, then uv = vu.

Proof. Suppose umvn = vnum, then um = vnumv−n = (vnuv−n)m. Since u and vnuv−n are
not in the conjugate of a free factor, by Lemma 2.2 we have u = vnuv−n. Then vn =
u−1vnu = (u−1vu)n. Applying Lemma 2.2 again, we obtain v = u−1vu and hence uv =
vu. �

Lemma 2.4 [5, Corollary 4.1.5]. If g is in A∗C and both a �=1 and gag−1 are in A, then g
is in A.

Theorem 2.5 [5, Corollary 4.1.6]. If uv = vu in A∗C, then at least one of the following is
true.

(1) u and v are in the same conjugate of a free factor.
(2) u and v are both powers of the same element in A∗C.

We say a group is 2-torsion free if it contains no elements of order 2.

Lemma 2.6. Suppose that A and C are 2-torsion free groups. If g is in A∗C and both a and
gag are in A, then g is in A.

Proof. Let g = g1,g2, . . . ,gr be the reduced form of g in A∗C. We use induction on r. If
r = 1, then g = g1 is either in A or in C. Suppose g ∈ C. If a= 1, then gag = gg �∈A, and if
a �=1, then gag is a reduced form and has syllable length >1, and hence, gag �∈A, contrary
to hypothesis. Therefore g is in A. Suppose that the lemma is true for r = n− 1 and that
r = n. We first show that gn ∈ A. If g1 and gn are in C, then gag = g1, . . . ,gnag1, . . . ,gn has
syllable length > 1. Thus gag �∈ A, contrary to hypothesis. Suppose g1 ∈ A and gn ∈ C.
Since gag ∈ A, the terminal word gn of gag = g1, . . . ,gnag1, . . . ,gn must cancel in gag. Let
n= 2k for some positive integer k. Then

gag = g1, . . . ,g2kag1, . . . ,g2k. (2.4)

Since the terminal g2k cancels in gag, we have

g1 = a−1, g2 = g−1
2k , . . . ,gk+1 = g−1

k+1, . . . . (2.5)

Then g2
k+1 = 1 in A or C, which contradicts the hypothesis that A and C are 2-torsion free.

Let r = 2k+ 1 for some positive integer k. Similarly to the case n= 2k, we have

g1 = a−1, g2 = g−1
2k+1, . . . ,gk+1 = g−1

k+2, . . . . (2.6)

Thus gk+1 and gk+2 are in a same free factor. This is impossible because g1,g2, . . . ,g2k+1 is a
reduced sequence. Therefore, we can say that gn ∈ A and so gna∈A. Then, since

(
g1,g2, . . . ,gn−1

)(
gna
)(
g1,g2, . . . ,gn−1

)= (gag)g−1
n (2.7)
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is inA, by the induction hypothesis, g1,g2, . . . ,gn−1 is inA and hence g = (g1,g2, . . . ,gn−1)gn
is in A. �

The following example illustrates the fact that the requirement that A and C are 2-
torsion free is crucial in Lemma 2.6.

Example 2.7. Let A = 〈a,b | aba−1b〉 and C = 〈c | c2〉. Then A is 2-torsion free and C is
not. Let g = a−1bca. Then, for b∈ A,

gbg = (a−1bca
)
b
(
a−1bca

)= a−1bcca= a−1ba= b−1 (2.8)

is in A, but g is not in A.

Theorem 2.8. Suppose that A and C are 2-torsion free groups. If uv = v−1u in A∗C, then
at least one of the following is true.

(1) u and v are in the same conjugate of a free factor.
(2) v = 1.

Proof. We show that if v �=1, then u and v are in the same conjugate of a free factor. Since
v �=1, then u �=1 because uv = v−1u. If v is in the conjugate of some free factor, say, gAg−1,
then g−1vg ∈ A and g−1vg �=1. Since uvu−1 = v−1, we have

(
g−1ug

)(
g−1vg

)(
g−1ug

)−1 = g−1uvu−1g = g−1v−1g = (g−1vg
)−1 ∈ A. (2.9)

By Lemma 2.4, this implies that g−1ug is in A and hence u is in gAg−1. Since A and C are
2-torsion free and vuv = u, using Lemma 2.6 instead of Lemma 2.4, we can similarly see
that if u is in the conjugate of some free factor, then v is in the same conjugate of the free
factor.

Now, suppose that neither u nor v is in the conjugate of a free factor. Since uv = v−1u,
this implies that

u2v = uv−1u= (v−1)−1
uu= vu2 (2.10)

and by Lemma 2.3, we have uv = vu. Thus v = v−1 and hence v = 1, contrary to the as-
sumption. Therefore, v �=1 implies that u and v are in the same conjugate of a free fac-
tor. �

Let F be a finitely generated free group.

Corollary 2.9. If uv = v−1u in F, then v = 1.

Proof. Let x1,x2, . . . ,xk be k-free generators of F. We use induction on k. Suppose uv =
v−1u and k = 1. Then, since F = 〈x1〉 is abelian, we have uv = vu and thus v = 1. Suppose
that the corollary is true for k = n− 1 and that k = n. Since F is isomorphic to the free
product of two free groups A= 〈x1,x2, . . . ,xn−1〉 and C = 〈xn〉, by Theorem 2.8 there are
only three cases possible.

(1) u and v are in the same conjugate of A. Let u= waw−1 and v = wbw−1 for some
w ∈ F and a,b ∈ A. Since uv = v−1u, this implies that ab = b−1a in A. By the
induction hypothesis, we have b = 1 and hence v =ww−1 = 1.
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(2) u and v are in the same conjugate of C. Let u = wx
p
nw−1 and v = wx

q
nw−1 for

some w ∈ F and some integers p and q. Since uv = v−1u, we have wx
p+q
n w−1 =

wx
p−q
n w−1. Therefore, q = 0 and hence v = 1.

(3) Neither of the above holds, but v = 1. �

Let G = A∗C, where A = 〈a,b | aba−1b〉 and C is a 2-torsion free group and let h :
G→G be an endomorphism. Since h(a)h(b) = h(b)−1h(a), we can classify h by applying
Theorem 2.8.

Corollary 2.10. At least, one of the following is true.
(1) h(a) and h(b) are in the same conjugate of a free factor.
(2) h(b)= 1.

The following example illustrates the fact that if a group C has an order-2 element,
then there is an endomorphism which does not satisfy both cases in Corollary 2.10.

Example 2.11. Let C = 〈c | c2〉 and h :G→G be a map defined by h(a)= c, h(b)= a−1cac,
and h(c)= c. Then

h(a)h(b)= c(a−1cac
)= (ca−1ca

)
c = (a−1cac

)−1
c = h(b)−1h(a). (2.11)

Thus h is an endomorphism of G but h(a) and h(b) are not in the same conjugate of a
free factor and clearly h(b) �=1.

3. Estimating Nielsen numbers on wedge product spaces

Let Y and Z be aspherical finite polyhedra and let X = Y ∨ Z be the wedge product of
(Y , y0) and (Z,z0). We denote the intersection by x0. Let f : X→X be a self-map such that
f (Y)⊆ Y . Using the homotopy extension property, we may assume that f (x0)= x0 and
so f induces a homomorphism fπ : π1(X ,x0)→π1(X ,x0). Note that, up to homotopy, the
condition f (Y)⊆ Y is equivalent to the condition fπ(π1(Y ,x0))⊆ π1(Y ,x0). We will as-
sume that Y and Z have those properties throughout this section unless stated otherwise.

Now consider a retraction q : X→Z sending Y to x0, that is,

q = idZ on Z, q = x0 on Y , (3.1)

where idZ : Z→Z is the identity map and x0 is the constant map at x0. Let fZ denote the
restriction of f to Z.

Lemma 3.1. The following diagram commutes:

X
f

q

X

q

Z
q◦ fZ

Z

(3.2)

that is, q ◦ fZ ◦ q = q ◦ f : X→Z.
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Proof. Suppose x ∈ Y . Since f (Y)⊆ Y and q(Y)= x0, we have q ◦ fZ ◦ q(x)= q( fZ(x0))=
q( f (x0)) = x0 and q ◦ f (x) = q( f (x)) = x0. On the other hand, if x ∈ Z, then q(x) = x
implies that q ◦ fZ ◦ q(x)= q( fZ(x))= q( f (x))= q ◦ f (x). �

In 1992, Woo and Kim [6] introduced the q-Nielsen number which is a lower bound
for the Nielsen number. The map q : X→Xq in [6] is not our special map q defined above
but an arbitrary map fromX to a spaceXq. Two fixed points x0 and x1 of f are in the same
q-(fixed point) class if there exists a path c in X from x0 to x1 such that q ◦ c � q ◦ f ◦ c
in Xq. Using the ordinary fixed point index, they defined the q-Nielsen number Nq( f ).
This is just the mod K-Nielsen number (see [2, Chapter III]) when K = kerq but it turns
out to be more convenient when we consider the mod K-Nielsen number geometrically.
Now we return to our map q : X→Z.

By the definition of the map q, we have Fix( f )∩ Z = Fix(q ◦ fZ).

Lemma 3.2. Two fixed points z1 and z2 in Fix( f )∩ Z are in the same q-class of f if and
only if they are in the same fixed point class of (q ◦ fZ) : Z→Z.

Proof. Suppose that two fixed points z1 and z2 are in the same fixed point class of q ◦ fZ .
Then there is a path γ in Z from z1 to z2 such that γ � q ◦ fZ ◦ γ in Z. Since q = idZ and
fZ = f on Z, we may write q ◦ γ � q ◦ f ◦ γ in Z. Therefore, two fixed points z1 and z2

are in the same q-class of f . Conversely, suppose that z1 and z2 are in the same q-class
of f . Then there exists a path δ in X from z1 to z2 such that q ◦ δ � q ◦ f ◦ δ in Z. Take
δZ = q ◦ δ. Then δZ is a path in Z from z1 to z2 and δZ � q ◦ f ◦ δ in Z. By Lemma 3.1,
q ◦ f ◦ δ = q ◦ fZ ◦ q ◦ δ = q ◦ fZ ◦ δZ . This implies that δZ � q ◦ fZ ◦ δZ in Z. �

For a fixed point x ∈ Fix( f ), let [x] (resp., [x]q) denote the fixed point class (resp.,
q-class) of f containing x, and for z ∈ Fix(q ◦ fZ), let [z]Z denote the fixed point class of
the map q ◦ fZ containing z.

Lemma 3.3. If z ∈ Fix( f )∩ Z and x0 are not in the same fixed point class of q ◦ fZ , then the
q-class of f containing z does not contain any fixed points of f in Y .

Proof. The contrapositive statement of the lemma is as follows: if [z]q = [y]q for some
y ∈ Fix( f )∩ Y , then [z]Z = [x0]Z . Suppose [z]q = [y]q for some y ∈ Fix( f )∩ Y . Then
there is a path γ in X from z to y such that q ◦ γ � q ◦ f ◦ γ in Z. Let γZ = q ◦ γ, then γZ
is a path in Z from z to x0 such that γZ � q ◦ f ◦ γ in Z. From Lemma 3.1, q ◦ f ◦ γ =
q ◦ fZ ◦ q ◦ γ = q ◦ fZ ◦ γZ and hence

γZ � q ◦ fZ ◦ γZ (3.3)

in Z. This means that [z]Z = [x0]Z . �

Theorem 3.4. The q-Nielsen number has a lower bound

Nq( f )≥N(q ◦ fZ
)− 1. (3.4)

Proof. Suppose z ∈ Fix( f )∩ Z = Fix(q ◦ fZ). From Lemmas 3.2 and 3.3, we can say that
if [z]q �=[x0]q, then [z]q = [z]Z as a set. Furthermore since q is the identity map on Z,



N. Khamsemanan and S. W. Kim 7

the corresponding indices of both classes [z]q and [z]Z are the same. Therefore [z]q �=[x0]q
is essential if and only if [z]Z is essential. �

Now, we consider another retraction p : X→Y sending Z to x0 which is the same as
the retraction q : X→Z with the roles of Y and Z exchanged. For a fixed point x ∈ Fix( f ),
let [x]p denote the p-class of f containing x, and for y ∈ Fix(p ◦ fY ), let [y]Y denote
the fixed point class of the map p ◦ fY containing y. If f (Y)⊆ Y (resp., f (Z)⊆ Z), then
p ◦ fY = fY (resp., q ◦ fZ = fZ).

In [7], Ferrario developed a formula for the Reidemeister trace of a pushout map.
This is useful for union of spaces, quotient spaces, connected sums, and wedge product
spaces. In particular, for a map f : X→X on a wedge product space X = Y ∨ Z, he proved
the following theorem. We obtain it again in a different way using our previous results.

Theorem 3.5. If f (Y)⊆ Y and f (Z)⊆ Z, then

N
(
fY
)

+N
(
fZ
)− 2≤N( f )≤N( fY

)
+N

(
fZ
)

+ 1. (3.5)

Proof. In the proof of Theorem 3.4, we show that for z ∈ Fix( f )∩ Z, if [z]q �=[x0]q, then
[z]q = [z]Z as a set. Since f (Z)⊆ Z, we have the same result for y ∈ Fix( f )∩ Y , that is,
if [y]p �=[x0]p then [y]p = [y]Y as a set. Therefore Fix( f ) has a decomposition

Fix( f )=
(⋃

[y]Y
)⋃(⋃

[z]Z
)⋃([

x0
]
p∩
[
x0
]
q

)
. (3.6)

Since p ◦ fY = fY and q ◦ fZ = fZ are restrictions of f , this implies that [y]Y ⊆ [y], [z]Z ⊆
[z], and [x0]p ∩ [x0]q ⊆ [x0]. Thus, we have [y]Y = [y], [z]Z = [z], and [x0]p ∩ [x0]q =
[x0]. Furthermore, [y]Y (resp., [z]Z) and [y] (resp., [z]) have the same index. Conse-
quently, we have

N( f )=N( fY
)

+N
(
fZ
)− ε+ ε′, (3.7)

where

ε = number of essential classes in
{[
x0
]
p,
[
x0
]
q

}
,

ε′ =
⎧
⎨

⎩

1 if
[
x0
]

is essential,

0 if
[
x0
]

is inessential.

(3.8)

Therefore,

N
(
fY
)

+N
(
fZ
)− 2≤N( f )≤N( fY

)
+N

(
fZ
)

+ 1. (3.9)
�

Since the assumption of Theorem 3.5 is quite strong, it is necessary to generalize
Theorem 3.5 in order to estimate the Nielsen number on wedge product spaces. First, we
consider the condition pπ ◦ fπ(π1(Z,x0))= 1 instead of the condition f (Z)⊆ Z in the as-
sumption of Theorem 3.5. Since the condition f (Z)⊆ Z implies that pπ ◦ fπ(π1(Z,x0))=
1 in π1(X ,x0) and the converse is not true, pπ ◦ fπ(π1(Z,x0)) = 1 is a more generalized
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condition. But, unfortunately, under the assumptions f (Y)⊆ Y and pπ ◦ fπ(π1(Z,x0))=
1, the result of Theorem 3.5 in general form

N( f )≥Nc( fY
)

+N
(
q ◦ fZ

)− 2 (3.10)

is no longer true, as follows.

Example 3.6. Let X = T ∨ S1 be the wedge product of a torus and a circle at x0. In this
example, we have Y = T and Z = S1. Then π1(X ,x0) = 〈a,b,c | aba−1b−1〉. Consider a
map f : X→X with fπ(a)= a−1, fπ(b)= b−1, and fπ(c)= a−1cb−1acb. Then pπ ◦ fπ(c)=
a−1b−1ab = 1 in π1(T ,x0). In order to compute the Nielsen number of f , we use the
Fadell-Husseini formula for the Reidemeister trace in [8]. (See [8] or [9].) For the map
f , the Reidemeister trace is

RT( f , f̃ )= [1]− (− [a−1]− [b−1]+
[
a−1]+

[
a−1cb−1a

])
+
[
a−1b−1], (3.11)

where [·] denotes the Reidemeister class. Since a−1cb−1a = fπ(c)b−1c, this implies that
b−1 and a−1cb−1a are Reidemeister equivalent and hence [b−1] = [a−1cb−1a]. Conse-
quently, we have RT( f , f̃ ) = [1] + [a−1b−1]. Using the technique of abelianization, we
know that these terms are distinct and thus thatN( f )= 2. But, we haveN( fY )=N( fT)=
4 and N(q ◦ fZ)=N(q ◦ fS1 )= 1. Hence

N( f )= 2 �≥ 4 + 1− 2=N( fY
)

+N
(
q ◦ fZ

)− 2. (3.12)

Lemma 3.7. Suppose that f (Y)⊆ Y , pπ ◦ fπ(π1(Z,x0))= 1, and two fixed points y1 and y2

are in Fix( f )∩ Y . Then y1 and y2 are in the same p-class of f if and only if they are in the
same fixed point class of fY .

Proof. Suppose that y1 and y2 are in the same p-class of f , that is, there is a path γ : I→X
from y1 to y2 such that p ◦ γ � p ◦ f ◦ γ in Y . Let γY = p ◦ γ. Then γY is a path in Y from
y1 to y2 such that γY � p ◦ f ◦ γ in Y . We show that p ◦ f ◦ γ � fY ◦ γY in Y and so y1

and y2 are in the same fixed point class of fY .
Modifying γ slightly as necessary, we can assume that γ is the product of finite numbers

of the pathes γ1,γ2, . . . ,γ2k+1 such that all γ2i+1 with i= 0, . . . ,k and γ2 j with j = 1, . . . ,k are
pathes in Y and Z, respectively. Furthermore, all γ2 j are loops at x0 in Z and so {γ2 j} ∈
π1(Z,x0). Since pπ ◦ fπ(π1(Z,x0)) = 1, we have pπ ◦ fπ({γ2 j}) = 1 for all j. Since Y is
aspherical, it follows that p ◦ f ◦ γ2 j � x0. Therefore,

p ◦ f ◦ γ = p ◦ f ◦ (γ1γ2 ···γ2k+1

)

� (p ◦ f ◦ γ1

)
x0
(
p ◦ f ◦ γ3

)
x0 ···x0

(
p ◦ f ◦ γ2k+1

)

= p ◦ f ◦ p ◦ γ = p ◦ fY ◦ p ◦ γ = fY ◦ γy.
(3.13)

Since p = id on Y , the converse is obvious. �

We now consider a map f : X→X with

f (Y)⊆ Y , fπ
(
π1
(
Z,x0

))⊆wπ1
(
Z,x0

)
w−1, (3.14)
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where w = w1,w2, . . . ,wk ∈ π1(X ,x0) is cyclically reduced. We may assume that w1 ∈
π1(Z,x0) andwk ∈ π1(Y ,x0) because ifw1 ∈ π1(Y ,x0), then sinceX is an aspherical space,
we can homotope f to a map g such that gπ(·)= w−1

1 fπ(·)w1 and if wk ∈ π1(Z,x0), then

wkπ1(Z,x0)w−1
k ⊆ π1(Z,x0). For the map f , we also consider a map f̂ : X→X which is

homotopic to f such that

f̂π(·)=w−1 fπ(·)w, so f̂ (Z)⊆ Z. (3.15)

The following theorem is a generalization of Theorem 3.5.

Theorem 3.8. If a map f satisfies the conditions of (3.14), then

N( f )≥N(p ◦ f̂Y
)

+N
(
q ◦ fZ

)− (k+ 2) where k = λ(w). (3.16)

Proof. For I = [0,1], let i0 = 0 and ik = 1. Let Y ′ = Y ∨ I be the wedge product of Y
and I at i0∼ y0 and let X ′ = Y ′ ∨ Z be the wedge product of Y ′ and Z at ik∼ z0. We
will construct a map f ′ : X ′→X ′ which is the homotopy type of f . Since Y and Z are
aspherical spaces, there are maps f ′Y : (Y , i0)→(Y , i0) and f ′Z : (Z, ik)→(Z, ik) such that

(
f ′Y
)
π =

(
fY
)
π ,

(
f ′Z
)
π =

(
f̂Z
)
π . (3.17)

To extend f ′ to all of X ′, we divide I into 2k + 1 equal closed intervals I0, J1,I1, . . . , Jk,Ik.
Then for each integer r,

I2r is mapped homeomorphically onto I from i0 to ik,

J2r+1 is mapped onto a loop in Z at ik representing w2r+1,

I2r+1 is mapped homeomorphically onto I from ik to i0,

J2r is mapped onto a loop in Y at i0 representing w2r .

(3.18)

By construction, there is exactly one fixed point in each interval Ii and no fixed point in
any interval Ji. Therefore, f ′ has k+ 1 fixed points in I including i0 and ik.

We now show that f ′ is the same homotopy type as f . Choose a small neighborhood
D of x0 in X and let ∂ZD denote the intersection of the boundary of D with Z. Then there
is a homotopy equivalence ϕ : X→X ′ such that ϕ(x0)= i0 and ϕ(∂ZD)= ik. Then we see
that

f ′π ◦ϕπ = ϕπ ◦ fπ : π1
(
X ,x0

)−→ π1
(
X ′, i0

)
, (3.19)

because of the construction of f ′. Thus f ′ is the homotopy type of f .
Let Z′ = I ∨ Z ⊆ X ′ and let p′ : X ′→Y ′ and q′ : X ′→Z′ retractions sending Z to ik and

Y to i0, respectively. Let α=N(p′ ◦ f ′Y ′) and β =N(q′ ◦ f ′Z′). Since f ′(Y)⊆ Y , by Lemmas
3.2 and 3.3, there exist at least β− 1 essential q′-classes in Z′ such that each of them is not
[i0]q′ .

On the other hand, since f ′(Z)⊆ Z, by Lemmas 3.2 and 3.3, there exist at least α− 1
essential p′-classes such that each of them does not contain ik and so, by Lemma 3.3, each
of them does not contain any fixed points of f ′ in Z. Since Fix( f ′)∩ I has k + 1 fixed
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points of f ′, we see that |Fix( f ′)∩ I \ {ik}| = k and thus at least (α− 1)− k essential
p′-classes do not intersect Z′.

Consequently, there exist at least (α− 1) + (β− 1)− k essential disjoint p′ or q′-classes
of f ′. Therefore,

N( f ′)≥N(p′ ◦ f ′Y ′
)

+N
(
q′ ◦ f ′Z′

)− (k+ 2). (3.20)

Note that f and f ′ are of the same homotopy type and so are p ◦ f̂Y (resp., q ◦ fZ) and
p′ ◦ f ′Y ′ (resp., q′ ◦ f ′Z′). Since the Nielsen number is a homotopy type invariant (see [2]),
we have

N( f )≥N(p ◦ f̂Y
)

+N
(
q ◦ fZ

)− (k+ 2). (3.21)
�

4. Applications

Let M be a surface with boundary, which is homotopy equivalent to a bouquet of k cir-
cles, and let f : M→M be a map. The fundamental group of M is the free group on k
generators. In 1999, Wagner [10] provided a method for computing the Nielsen number
N( f ) for a large class of maps of M by means of an algorithm that depends only on the
induced endomorphism fπ of π1(M). In 2006, Kim [11] extended her results for another
large class of maps of M. In the case of k = 2, Yi [12] extended Wagner’s work using the
idea of a mutant, which was introduced by Jiang in [13], and Kim [14] completed Yi’s
work so that the Nielsen number of all maps can be calculated.

The following spaces are examples of aspherical wedge product spaces for which we
can classify the endomorphisms of the fundamental groups, and thus the self-maps. The
general results in Section 3 along with existing technique allow us to estimate or calculate
the Nielsen number on the following spaces:

(1) torus wedge surface with boundary;
(2) Klein bottle wedge surface with boundary;
(3) torus wedge torus;

except for some cases in (3) which satisfy the L1 condition in Theorem 4.5.

4.1. Torus wedge surface with boundary. Let X be the wedge product of a torus T and
a surface with boundary M at a point x0. Let a and b be generators of the fundamental
group of T and let c1, . . . ,ck be generators of the fundamental group of M. Then the fun-
damental group of X at x0 can be written as G = A∗C, where A = 〈a,b | ab = ba〉 and
C = 〈c1, . . . ,ck〉.
Theorem 4.1. Every self-map f of X satisfies at least one of the following:

(H1) fπ(a)=wam1bn1w−1 and fπ(b)=wam2bn2w−1 for some w ∈G;
(H2) fπ(a)= gs and fπ(b)= gt for some element g ∈G and integers s and t.

Proof. From Theorem 2.5, it is enough to show that if fπ(a) and fπ(b) are in the same
conjugate of C, then both are powers of the same element in G. Suppose fπ(a)=wg1w−1

and fπ(b) = wg2w−1 for some w ∈ G and g1,g2 ∈ C. Since fπ is an endomorphism of G,
then fπ(a) fπ(b) = fπ(b) fπ(a) and therefore g1 and g2 are commuting elements of a free
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group, hence elements of a cyclic subgroup [5, page 42] (but a simpler proof is to note
that the subgroup of free group C generated by g1 and g2 is abelian so, since it must be
free, it is cyclic). �

4.1.1. (H1) condition. If a map f satisfies the condition (H1), then there is a map f ′

which is (freely) homotopic to f such that f ′π (·)=w−1 fπ(·)w, which satisfies f ′π (A)⊆A.
Thus we can estimate the Nielsen number of f ′ using Theorems 3.4 and 3.5 if we can
compute the Nielsen number N(q ◦ f ′M) on the surface with boundary M.

Example 4.2. Let X = T ∨ M be the wedge product of a torus and a surface with bound-
ary, with

π1
(
X ,x0

)= 〈a,b,c1,c2 | ab = ba
〉
. (4.1)

Let f be a map that induces the endomorphism described by the following four words:

fπ(a)= c−1
1 a2bc2a

2b3c−1
2 b−1a−2c1,

fπ(b)= c−1
1 a2bc2a

−1bc−1
2 b−1a−2c1,

fπ
(
c1
)= ac7

1a
−1c1b,

fπ
(
c2
)= c1c

3
2.

(4.2)

Then, the map f satisfies the (H1) condition with w = c−1
1 a2bc2 and

qπ ◦ f ′π
(
c1
)= c−1

2 c8
1c2,

qπ ◦ f ′π
(
c2
)= c−1

2 c2
1c

3
2c
−1
1 c2.

(4.3)

Using Wagner’s algorithm [10] on q ◦ f ′M , we have

N
(
q ◦ f ′M

)= 8. (4.4)

Thus, by Theorem 3.4,

N( f )=N( f ′)≥ 8− 1= 7. (4.5)

4.1.2. (H2) condition. If a map f satisfies the condition (H2), then

fπ(a)= gs,
fπ(b)= gt,

fπ
(
ci
)= zi, 1≤ i≤ k,

(4.6)

where g,zi ∈ π1(X ,x0).
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Let S be the wedge of (k + 1) circles. Then the fundamental group π1(S) is the free
group on (k+ 1) generators r0,r1, . . . ,rk. Let ϕ be a map from X to S such that

ϕπ(a)= rs0,

ϕπ(b)= rt0,

ϕπ
(
ci
)= ri, 1≤ i≤ k.

(4.7)

Let ψ be a map from S to X such that

ψπ
(
r0
)= g,

ψπ
(
ri
)= zi, 1≤ i≤ k.

(4.8)

Then f = ψ ◦ϕ and from the commutativity of the Nielsen number, we have

N( f )=N(ψ ◦ϕ)=N(ϕ◦ψ), (4.9)

where ϕ ◦ ψ is a map from S to itself. Thus calculating the Nielsen number N( f ) for
any map which satisfies condition (H2) is now reduced to the calculation of the Nielsen
number on surfaces with boundary. However, as we mentioned at the beginning of this
section, the calculation of the Nielsen number on surfaces with boundary is still an open
problem except in the case of figure-eight space.

Example 4.3. Let X = T ∨ M be the wedge product of a torus and a circle, with

π1
(
X ,x0

)= 〈a,b,c | ab = ba〉. (4.10)

Let f be a map that induces the endomorphism described by the following three words:

fπ(a)= bc2a,

fπ(b)= (bc2a
)2

,

fπ(c)= a2c2.

(4.11)

Then, the map f satisfies the (H2) condition and factors through figure-eight space S,
that is, f = ψ ◦ϕ, where ϕ : X→S is

ϕπ(a)= r0,

ϕπ(b)= r2
0 ,

ϕπ(c)= r1,

(4.12)

and ψ : S→X is

ψπ
(
r0
)= bc2a,

ψπ
(
r1
)= a2c2.

(4.13)
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Hence by the commutativity of the Nielsen number and the Wagner, Yi, and Kim al-
gorithms for computing the Nielsen numbers on S (see [10, 12, 14]), we have

N( f )=N(ψ ◦ϕ)=N(ϕ◦ψ)= 2. (4.14)

4.2. Klein bottle wedge surface with boundary. Let X be the wedge product of the Klein
bottle K and a surface with boundary M at a point x0. Let a and b be generators of the
fundamental group of K and let c1, . . . ,ck be generators of the fundamental group of M.
Then the fundamental group of X at x0 is G = A∗C, where A = 〈a,b | ab = b−1a〉 and
C = 〈c1, . . . ,ck〉.

Theorem 4.4. Every self-map of X satisfies at least one of the following:
(K1) fπ(a)=wa1w−1 and fπ(b)=wa2w−1 for some a1,a2 ∈ A and w ∈G;
(K2) fπ(b)= 1.

Proof. Since C is a free group, by Corollary 2.10, it is enough to show that if fπ(a) and
fπ(b) are in a conjugate of C, then fπ(b)= 1. Suppose fπ(a)= xux−1 and fπ(b)= xvx−1

for some x ∈ G and u,v ∈ C. Since fπ(a) fπ(b) = fπ(b)−1 fπ(a), this implies that uv =
v−1u in C. Since C is a finitely generated free group, by Corollary 2.9, we have v = 1 and
therefore fπ(b)= 1. �

4.2.1. (K1) condition. We can use Theorems 3.4 and 3.5 to estimate the Nielsen number
of the map with this condition. In fact, it is the same technique as that of the map with
condition (H1) of the map on a wedge product of a torus and a surface with boundary.

4.2.2. (K2) condition. We can use the commutativity property of the Nielsen number
to calculate the Nielsen number of a map satisfying this condition. If a map f satisfies
condition (K2), then for fπ(a)= g, we have fπ(b)= 1= g0. Thus, it is the same technique
as the one we used above for the map with condition (H2) on a wedge product of a torus
and a surface with boundary.

4.3. Torus wedge torus. Let X = T1∨T2 be the wedge product of two tori T1 and T2 at a
point x0. Let a, b and c, d be generators of the fundamental group of T1 and T2, respec-
tively. Then the fundamental group of X at x0 is G = A∗C, where A = 〈a,b | ab = ba〉
and C = 〈c,d | cd = dc〉. Then, by Theorem 2.5, we know the following.

Theorem 4.5. Every self-map f of X satisfies at least one of the following:
(L1) fπ(a) and fπ(b) are in the same conjugate of a free factor and so are fπ(c) and

fπ(d);
(L2) fπ(a) and fπ(b) are in the same conjugate of a free factor, and fπ(c) and fπ(d) are

both powers of the same element in G;
(L2′) fπ(a) and fπ(b) are both powers of the same element in G, and fπ(c) and fπ(d) are

in the same conjugate of a free factor;
(L3) fπ(a) and fπ(b) are both powers of the same element in G and so are fπ(c) and

fπ(d).
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4.3.1. (L1) condition. If a map f satisfies the condition (L1), then

fπ(a)= σg1σ
−1, fπ(b)= σg2σ

−1, fπ(c)= τh1τ
−1, fπ(d)= τh2τ

−1,
(4.15)

where σ and τ are in G, both g1 and g2 are either in A or C, and so are h1 and h2. We
will consider only the case that g1,g2 ∈ A and h1,h2 ∈ C. Then there is a map f ′ which is
homotopic to f such that f ′π (·)= σ−1 fπ(·)σ , that is,

f ′π (a)= g1, f ′π (b)= g2, f ′π (c)= λh1λ
−1, f ′π (d)= λh2λ

−1, (4.16)

where λ= σ−1τ. Let λ= λ1,λ2, . . . ,λ
 denote the reduced form of λ in G. If λ �=1, then let
w = μ−1λν−1, where

μ=
⎧
⎨

⎩

λ1 if λ1 ∈A,

1 if λ1 ∈ C,
ν=

⎧
⎨

⎩

1 if λ
 ∈A,

λ
 if λ
 ∈ C,
(4.17)

and if λ = 1, then let w = 1. Then w is a cyclically reduced word in G with the first free
factor in A and there is a map f ′′ which is homotopic to f such that

f ′′π (a)= a1, f ′′π (b)= a2, f ′π (c)=wc1w
−1, f ′π (d)=wc2w

−1, (4.18)

where ai = μgiμ−1 = gi ∈ A and ci = νhiν−1 = hi ∈ C for i = 1,2. Therefore, by Theorem
3.8,

N( f )=N( f ′′)≥N(p ◦ f̂ ′′T1

)
+N

(
q ◦ f ′′T2

)− (k+ 2), (4.19)

where k = λ(w) is the syllable length of w in G. The following example illustrates the
estimation for the Nielsen number in this case.

Example 4.6. Let f : X→X defined by

fπ(a)= c5d−3a−2bd3c−5,

fπ(b)= c5d−3b−3d3c−5,

fπ(c)= c7da−3b10c2d−2b−10a3d−1c−7,

fπ(d)= c7da−3b10c3d4b−10a3d−1c−7.

(4.20)

Then

f ′′π (a)= a−2b,

f ′′π (b)= b−3,

f ′′π (c)=wc2d−2w−1,

f ′′π (d)=wc3d4w−1,

(4.21)
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where w = c2d4a−3b10. Thus k = 2,

N
(
p ◦ f̂ ′′T1

)= ∣∣det
(
I −M1

)∣∣= 12, N
(
q ◦ f ′′T2

)= ∣∣det
(
I −M2

)∣∣= 9, (4.22)

where I is the identity matrix, M1 = [−2 1
0 −3 ], and M2 = [ 2 −2

3 4 ]; see [15]. Therefore,

N( f )≥ 12 + 9− (2 + 2)= 17. (4.23)

4.3.2. (L2) and (L2′) conditions. For a map f satisfying the (L2) or (L2′) conditions,
using a similar technique as for the (H2) condition, we can make f factor through the
torus wedge circle. By the commutativity of the Nielsen number, the problem is now
reduced to computing the Nielsen number of the corresponding map of the torus wedge
circle.

4.3.3. (L3) condition. The commutativity of the Nielsen number is also very useful in this
case because every map satisfying the (L3) condition factors through figure eight. For the
corresponding map of figure eight, we can always compute the Nielsen number using the
Wagner, Yi, and Kim algorithms in [10, 12, 14].

Acknowledgments

Special thanks are due to Robert F. Brown for his valuable suggestions and comments,
and to Adam Ericksen and Keith Merrill who were working in their REU program at
UCLA during the summer of 2006 under the guidance of Professor Brown. The results in
Section 2 were inspired by their work. The authors also thank the Department of Math-
ematics of UCLA for its warm hospitality. Last but not least, the authors would like to
thank the referees for their careful reading of the first version of this paper and for all the
helpful comments. The second author was supported by the Korea Research Foundation
Grant funded by the Korean Government (MOEHRD) (KRF-2006-214-C00008).

References

[1] R. F. Brown, The Lefschetz Fixed Point Theorem, Scott, Foresman, Glenview, Ill, USA, 1971.
[2] B. J. Jiang, Lectures on Nielsen Fixed Point Theory, vol. 14 of Contemporary Mathematics, Ameri-

can Mathematical Society, Providence, RI, USA, 1983.
[3] T.-H. Kiang, The Theory of Fixed Point Classes, Springer, Berlin, Germany, 1989.
[4] C. K. McCord, “Computing Nielsen numbers,” in Nielsen Theory and Dynamical Systems,

vol. 152 of Contemporary Mathematics, pp. 249–267, American Mathematical Society, Provi-
dence, RI, USA, 1993.

[5] W. Magnus, A. Karrass, and D. Solitar, Combinatorial Group Theory: Presentations of Groups in
Terms of Generators and Relations, Dover, New York, NY, USA, 2nd edition, 1976.

[6] M. H. Woo and J.-R. Kim, “Note on a lower bound of Nielsen number,” Journal of the Korean
Mathematical Society, vol. 29, no. 1, pp. 117–125, 1992.

[7] D. Ferrario, “Generalized Lefschetz numbers of pushout maps,” Topology and Its Applications,
vol. 68, no. 1, pp. 67–81, 1996.

[8] E. Fadell and S. Husseini, “The Nielsen number on surfaces,” in Topological Methods in Nonlinear
Functional Analysis, vol. 21 of Contemporary Mathematics, pp. 59–98, American Mathematical
Society, Providence, RI, USA, 1983.



16 Fixed Point Theory and Applications

[9] E. L. Hart, “The Reidemeister trace and the calculation of the Nielsen number,” in Nielsen Theory
and Reidemeister Torsion, vol. 49 of Banach Center Publications, pp. 151–157, Polish Academy of
Sciences, Warsaw, Poland, 1999.

[10] J. Wagner, “An algorithm for calculating the Nielsen number on surfaces with boundary,” Trans-
actions of the American Mathematical Society, vol. 351, no. 1, pp. 41–62, 1999.

[11] S. W. Kim, “Computation of Nielsen numbers for maps of compact surfaces with boundary,”
Journal of Pure and Applied Algebra, vol. 208, no. 2, pp. 467–479, 2007.

[12] P. Yi, An algorithm for computing the Nielsen number of maps on the pants surface, Ph.D. thesis,
University of California, Los Angeles, Calif, USA, 2003.

[13] B. Jiang, “Bounds for fixed points on surfaces,” Mathematische Annalen, vol. 311, no. 3, pp. 467–
479, 1998.

[14] S. Kim, “Nielsen numbers of maps of polyhedra with fundamental group free on two genera-
tors,” preprint, 2007.

[15] R B. S. Brooks, R. F. Brown, J. Pak, and D. H. Taylor, “Nielsen numbers of maps of tori,” Pro-
ceedings of the American Mathematical Society, vol. 52, no. 1, pp. 398–400, 1975.

Nirattaya Khamsemanan: Department of Mathematics, University of Connecticut,
Storrs, CT 06269, USA
Email address: nk@math.uconn.edu

Seung Won Kim: School of Mathematics, Korea Institute for Advanced Study,
Seoul 130722, South Korea
Email address: swkim@kias.re.kr

mailto:nk@math.uconn.edu
mailto:swkim@kias.re.kr


Mathematical Problems in Engineering

Special Issue on

Time-Dependent Billiards

Call for Papers
This subject has been extensively studied in the past years
for one-, two-, and three-dimensional space. Additionally,
such dynamical systems can exhibit a very important and still
unexplained phenomenon, called as the Fermi acceleration
phenomenon. Basically, the phenomenon of Fermi accelera-
tion (FA) is a process in which a classical particle can acquire
unbounded energy from collisions with a heavy moving wall.
This phenomenon was originally proposed by Enrico Fermi
in 1949 as a possible explanation of the origin of the large
energies of the cosmic particles. His original model was
then modified and considered under different approaches
and using many versions. Moreover, applications of FA
have been of a large broad interest in many different fields
of science including plasma physics, astrophysics, atomic
physics, optics, and time-dependent billiard problems and
they are useful for controlling chaos in Engineering and
dynamical systems exhibiting chaos (both conservative and
dissipative chaos).

We intend to publish in this special issue papers reporting
research on time-dependent billiards. The topic includes
both conservative and dissipative dynamics. Papers dis-
cussing dynamical properties, statistical and mathematical
results, stability investigation of the phase space structure,
the phenomenon of Fermi acceleration, conditions for
having suppression of Fermi acceleration, and computational
and numerical methods for exploring these structures and
applications are welcome.

To be acceptable for publication in the special issue of
Mathematical Problems in Engineering, papers must make
significant, original, and correct contributions to one or
more of the topics above mentioned. Mathematical papers
regarding the topics above are also welcome.

Authors should follow the Mathematical Problems in
Engineering manuscript format described at http://www
.hindawi.com/journals/mpe/. Prospective authors should
submit an electronic copy of their complete manuscript
through the journal Manuscript Tracking System at http://
mts.hindawi.com/ according to the following timetable:

Manuscript Due March 1, 2009

First Round of Reviews June 1, 2009

Publication Date September 1, 2009

Guest Editors

Edson Denis Leonel, Department of Statistics, Applied
Mathematics and Computing, Institute of Geosciences and
Exact Sciences, State University of São Paulo at Rio Claro,
Avenida 24A, 1515 Bela Vista, 13506-700 Rio Claro, SP,
Brazil; edleonel@rc.unesp.br

Alexander Loskutov, Physics Faculty, Moscow State
University, Vorob’evy Gory, Moscow 119992, Russia;
loskutov@chaos.phys.msu.ru

Hindawi Publishing Corporation
http://www.hindawi.com

http://www.hindawi.com/journals/mpe/
http://www.hindawi.com/journals/mpe/
http://mts.hindawi.com/
http://mts.hindawi.com/

	1. Introduction
	2. Free products
	3. Estimating Nielsen numbers on wedge product spaces
	4. Applications
	4.1. Torus wedge surface with boundary
	4.2. Klein bottle wedge surface with boundary
	4.3. Torus wedge torus

	Acknowledgments
	References
	1Call for Papers-4pt
	Guest Editors

