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1. Introduction

In the theory of partial differential equations, it is important to have estimates of solu-
tions, which do not depend on the smoothness of the given data. Such kind of estimates
include different versions of the maximum principle, which are crucial for investigation
of boundary value problems for second-order elliptic and parabolic equations. More del-
icate properties of solutions, such as Holder estimates and Harnack inequalities, are very
essential for the building of general theory of nonlinear equations (see [1-6]).

In this paper, we establish the global Holder regularity of solutions to the Dirichlet
problem, or the first boundary value problem, for second-order elliptic equations. We deal
with the Dirichlet problem

Lu=f inQ, u=0o0nodQ (DP)

Here Q) is a bounded open set in R",n > 1, satisfying the following “exterior measure”
condition (A). This condition appeared in the books [4, 5].
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Definition 1.1. An open set (O C R" satisfies the condition (A) if there exists a constant
8 > 0, such that for each y € 0Q and r > 0, the Lebesgue measure

|Br()/)\Q|260|Br~) (A)
where B, (y) is the ball of radius r > 0, centered at y.

We deal simultaneously with the cases when the elliptic operator L in (DP) is either in
the divergence form:

Lu:= —(D,aDu) = — > D;(a;;Dju), (D)
ij

or in the nondivergence form:

Lu:= —(aD,Du) == Za,’jD,‘ju, (ND)
ij
where Dju := du/0x;, Djju:= D;Dju, and a = [a;;] = [a;;(x)] is a matrix function with
real entries, which satisfies the uniform ellipticity condition

(a&, &) = v[E|* VEER", lall := gl‘eglclafl LS (U)

with a constant v € (0,1]. In (D), (ND), and throughout this paper, D is a symbolic col-
umn vector with components D; := 9/9x;, which helps to write explicit expressions for Lu
in a shorter form. Note that the conditions (U) are invariant with respect to rotations in
R", and v = 1, if and only if —L = A := >; D;—the Laplace operator. Indeed, from (U)
with v = 1, it follows

€17 < (a&,&) < ad| - [El < €1 VEER™ (1.1)

hence |a| = |&], (a&, &) = |€|?, which is possible if and only if a = I = the identity matrix,
so that L = —A. The notations (-,-) and | - | are explained at the end of this section.

For operators L in the divergence form (D), it has been proved by Littman et al. [7] that
the boundary points of Q) are regular if and only if they are regular for L = —A. In particu-
lar, isolated points cannot be regular in the divergence case (D). On the other hand, from
the results by Gilbarg and Serrin in [8, Section 7], it follows that the functions u(x) := [x|”
and y = const € (0,1) satisfy the equation Lu=01in Q:={xe R": 0< |x] <1}, n=>2,
with some operators L in the nondivergence form (ND). For such operators, the bound-
ary regularity of solutions to problem (DP) is usually investigated by the standard method
of barrier functions. However, this method requires certain smoothness of the boundary
0Q). For domains () satisfying an exterior cone condition, such barrier functions were
constructed by Miller [9], and his construction was then widely used by many authors.
In particular, Michael [10, 11] used Miller’s technique in his general Schauder-type exis-
tence theory, which is based on the interior estimates only. One of the key elements in his
theory is the following estimate for solutions to problem (DP):

supd ?|u| < NF, where F:=supd*’|fl, (M)
Q Q



S. Cho and M. Safonov 3

d = d(x) := dist(x,0Q), and the constants y € (0,1) and N >0 depend only on #, v, and
the characteristics of exterior cones. Note that the function f is allowed to be unbounded
near 0Q). At about the same time, Gilbarg and Hérmander [12] also used Miller’s barriers
in their theory of intermediate Schauder estimates. Once again, Schauder estimates in
Lipschitz domains are treated there on the grounds of estimates similar to (M) (see [12,
Lemma 7.1 ]). All these results deal with operators L in the nondivergence form (ND).

Our method is applied to general domains satisfying the “exterior measure” condition
(A), and it works for both divergence and nondivergence equations. However, the natural
functional spaces for solutions in these two cases are different. We use the same notation
W(Q) for classes of solutions, which are different in the case (D) or (ND), in order to
treat these cases simultaneously. The classes W(Q) are introduced in Definition 2.1 at
the beginning of Section 2. In the rest of Section 2, we discuss the three basic facts: (i)
maximum principle (Lemma 2.2), (ii) pointwise estimate (Lemma 2.4), and (iii) growth
lemma (Lemma 2.5). Growth lemmas originate from methods of Landis [13]. They were
essentially used in the proof of the interior Harnack inequality for solutions to elliptic and
parabolic equations in the non-divergence form (ND) (see [3, 14, 15]). One can also use
growth lemmas for an alternative proof of Moser’s Harnack inequality in the divergence
case (D); see [16, 17].

In Section 3, we prove estimate (M) with 0 < y < y; < 1, where y; depends only on the
dimension #, the ellipticity constant v in (U), and the constant 6, > 0 in the condition (A).
This estimate, together with the interior Hélder regularity of solutions implies the global
estimates for solutions to problem (DP) in the Holder space C®(Q)), with an appropriate
y >0.

Remark 1.2. Estimate (M) means that from f = O(d?72), 0 <y <y, < 1, it follows u =
O(d”) and in particular, u — 0 as d = d(x) — 0*. The assumption 0 < y < 1 is essential
even in the one-dimensional case:

= fi=d"2=(1-1x[)""" inQ=(=1,1), u(x1) =0. (1.2)

Indeed, if y < 0, then any solution to the equation —u" = f blows to +c near 0Q) =
{1,—1}.If y > 1, then this problem has a unique solution u, but estimate (M) cannot hold,
because it implies the equalities 4’ (+1) = 0, conflicting the properties u(+1) = 0Oand u”’ <
0in (—1,1). Finally, in the case y = 1, from (M) and u(+1) = 0 it follows |u'(£1)| < NF,
while —’” = d~! implies that u’(+1) are unbounded. Therefore, the restrictions 0 < y < 1
are necessary for validity of estimate (M). They are also sufficient for operators L in the
form (ND) and the boundary 0Q of class C? (see [10]). In Theorem 3.9, we extend this
result to domains Q) satisfying an exterior sphere condition. The proof of this theorem
uses elementary comparison arguments only.

Basic notations. R" is the n-dimensional Euclidean space, n> 1, with points x=(x1,...,x,)’,
where x; are real numbers. Here the symbol t stands for the transposition of vectors,
which indicates that vectors in R” are treated as column vectors. For x = (x1,...,x,)! and
¥y =(y15..., yn)! in R”, the scalar product (x,y) := 3. x;y;, the length of x is |x| := (x,x)"2.
For y € R", r >0, the ball B,(y) := {x € R": |[x — y| <r}. Du:= (Diu,...,Dyu)’ € R",
where D; := 0/0x;.
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Let Q) be an open set in R”. For 1 < p < 00 and k = 0,1,..., WkP(Q) denotes the
Sobolev space of functions, which belongs to the Lebesgue space L?(Q2) together with all
its derivatives of order < k. The norm of functions u € W*?(Q) is defined as || u|| Who(Q) 1=
i<k I D ull .0, where summation is taken over all multi-indices (vectors with nonneg-
ative integer components) I = (Iy,...,l,) of order |I| := 1, + - - - + 1. In this expression,
Dlu:= le .- -Di{'u, and || flp,q is the norm of f in L?(Q2), that is,

||f||§)Q = Lllflpdx for1 < p < oo; 1 flloo0:= esssgplfl. (1.3)

Furthermore, Wlko’f (Q) denotes the class of functions which belong to Wkr(Q)) for arbi-
trary open subsets Q' C Q' C Q.

ol is the boundary of a set T in R”, T:=T U oI is the closure of T, and diamT :=
sup{lx — y| : x,y € I'}—the diameter of I'. Moreover, |T'| := |I'|, is the n-dimensional
Lebesgue measure of a measurable set ' in R”. ¢, := max(c,0), c- := max(—c,0), where ¢
is a real number. “A := B” or “B =: A” is the definition of A by means of the expression B.

N = N(---) denotes a constant depending only on the prescribed quantities, such
as n, v, and so forth, which are specified in the parentheses. Constants N in different
expressions may be different. For convenience of cross-references, we assign indices to
some of them.

2. Auxiliary statements

Let Q) be a bounded open set in R”, and let L be an elliptic operator in the form (D) or
(ND) with coefficients a;; = a;;(x) satisfying the uniform ellipticity condition (U) with
a constant v € (0,1]. Using the notation for Sobolev spaces WP (Q)), we introduce the
class of functions W(Q), which depends on the case (D) or (ND).

Definition 2.1. (i) In the divergence case (D), W(Q) := WIL’CZ(Q) N C(Q). Functions u €
W(Q) and f € L} (Q) satisfy Lu := —(D,aDu) < (>,=) f in Q (in a weak sense) if

JQ(ng,aDu)dx <(=,=) J;; ¢ fdx forany function ¢ € Cy (Q2), ¢ = 0. (2.1)

If Lu = f, then (2.1) holds for all functions ¢ € Cy’ (Q) (¢ can change sign).

(ii) In the non-divergence case (ND), W(Q) := Wﬁ,’f(Q) N C(Q). For u € W(Q) and
measurable functions f on Q, the relations Lu := —(aD,Du) < (=,=)f in Q (in a strong
sense) are understood almost everywhere (a.e.) in Q.

By approximation, the property (2.1) is easily extended to nonnegative functions ¢ €
W12(Q) with compact support in Q. If u € WH(Q) N C(Q), then (2.1) holds true for
¢ € Wy (Q)—the closure of CF(Q) in Wh2(Q).

LeEmMMA 2.2 (maximum principle). Let u be a function in W(Q) satisfying Lu < 0 in Q.
Then

supu = sup u. (2.2)
Q E1o)
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This is a well-known classical result. It is contained, for example, in [2, Theorem 8.1
(case (D)) and Theorem 9.1 (case (ND))]. Since our assumptions in the case (D) are
slightly different from those in [2], we give a sketch of the proof.

Proof (in the case (D)). Suppose the equality (2.2) fails, that is, the left-hand side in (2.2)
is strictly larger than the right-hand side. Replacing u by u — const, we can assume that
the set Q' := QN {u >0} is not empty, and u < 0 on dQ). Then automatically # = 0 on
0Q)'. Approximating u, := max(u,0) in W?(Q) by functions ¢ € C§°(Q)), one can see
that the inequality (2.1) holds with ¢ = u, and f = 0. This yields

vJ \Dul?dx < f (Du,aDu)dx < 0. (2.3)
Q Q

Hence Du = 0 and u = const on each open connected component of Q'. Since u =0
on 0Q)’, we must have u = 0 in ', in contradiction to our assumption Q" := QN {u >
0} + @. (]

Applying this lemma to the function u — v, we immediately get the following.

Corollary 2.3 (comparison principle). If u,v € W(Q) satisfy Lu < Lv in Q, and u < v on
0Q), then u < vin Q.

LEmMA 2.4 (pointwise estimate). (i) For an arbitrary elliptic operator L (in the form (D)
or (ND)) with coefficients a;; which are defined on a ball Bg := Br(xo) C R" and satisfy (U)
with a constant v € (0, 1], there exists a function w € W (BR) such that

0<w=<NyR>, Lw=1 inBpg; w=0 on0dBpg, (2.4)

where the constant Ny = No(n,v).
(ii) Moreover, for an arbitrary open set Q0 < B and an arbitrary function u € W(Q),

supu < supu+ NoR? - sup(Lu). (2.5)
Q 20 Q

Proof. (i) By rescaling x — R™!x, we reduce the proof to the case R = 1.
In the divergence case (D), consider the Dirichlet problem

Lw:= —(D,aDw) =1 inBy; w=0 onodB. (2.6)

It is known (see [2, Theorems 8.3 and 8.16]) that there exists a unique solution w to
this problem, which belongs to W2(B;) n C(B;) C W(B;) and satisfies 0 < w < Ny =
No(n,v) on By. This function w satisfies all the properties (2.4) (with R = 1).

In the nondivergence case (ND), we take w(x) := (2nv) ™! - (1—|x—x0|?). Since tra :=
>;a;i = nv, we have

Lw:= —(aD,Dw) = (nv)"' -tra=1 inB;, w=0on 9B, (2.7)

so that (2.4) holds with Ny := supw = (2nv) L.
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(i1) We will compare u = u(x) with the function

v =v(x) :=supu+sup(Lu); - w(x). (2.8)
o0 Q
We have
Lu <sup(Lu); <Lv inQ, u<supu<v ondQ. (2.9)
Q 20

By the comparison principle, u < v in . Since w < NyR?, the inequality (2.5) follows. [J

LemMa 2.5 (growth lemma). Let xy € R" and let v > 0 be such that the Lebesgue measure
|[B,\Q| =6|B,|, 0>0, (2.10)

where B, := B,(x0). Then for any function u € W(Q), satisfying u >0, Lu <0 in Q, and
u=0o0n(0Q) N By,

supu < f3-supu=pf-supu, (2.11)
B, Byr 0By,

where 8 = B(n,v,0) € (0,1). Assume that u is extended as u = 0 on By, \ Q, so that both
sides of (2.11) are always well defined.

The last equality in (2.11) is a consequence of the maximum principle.

In the divergence case (D), Lemma 2.5 (in equivalent formulations) is contained in
[13, Chapter 2, Lemma 3.5], or in [17, formula (39)]. In the nondivergence case (ND),
this follows from [15, Corollary 2.1]. In dealing with these references, or more generally,
with different versions of growth lemmas, one can always impose the additional simpli-
fying assumptions.

Assumptions 2.6. (i) The function u is defined on the whole ball By, in such a way that
u€ W(By), Lu<O0 inBy, (2.12)
and Q := By, N {u > 0} satisfies
|B,\NQ| =|B,n{u<0}|>0|B.|, 6>0. (2.13)

(i) All the functions a;; and u belong to C* (Byy).

Here we show that if the previous lemma is true under these additional assumptions,
then it holds true in its original form. We proceed in two steps accordingly to parts (i),
extension of u from Q N By, to By,, and (ii), approximation of a;; and u by smooth func-
tions.

(i) Extension to By,. Fix & >0 and choose a function G € C*(R') (depending on &) such
that

G G,G’">0 onR! G=0 on(—o,¢], G' =1 on|[2e»). (2.14)
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Further, define
ue = G(u) 1in QN By, U, =0 on By \ Q. (2.15)
From the above properties of the function G it follows
(u—28);y <us<(u—e); inQ. (2.16)

Since u = 0 on the set (0Q)) N By,, the function u, vanishes near this set. Hence in both
cases (D) and (ND), we have u, € W(B,,) and u. > 0 in By,. Moreover, we claim that
Lu, < 0 in By,. In the non-divergence case (ND), this follows immediately from Lu, = 0
on By \ Q and

Lu, = LG(u) = G'(u) - Lu— G"(u) - (Du,aDu) <0 in Q. (2.17)

In the divergence case (D), the inequality Lu, < 0 is understood in a weak sense (2.1).
Let ¢ be an arbitrary nonnegative function in Cg’ (Bs,). Then the function ¢ := ¢ - G'(u)
is also non-negative, belongs to W3 (), and has compact support in Q N By,. By approx-
imation, we can put ¢y in place of ¢ in the inequality (2.1) corresponding to Lu < 0 in (),
that is,

J(D(/)o,aDu)dx <0. (2.18)

Having in mind that Du, = DG(u) = G'(u)Du (see [2, Section 7.4]), and
D¢y = D(¢G'(u)) = G'(u)D¢ + ¢G"' (u)Du, (2.19)
we obtain

J (D¢,aDu,)dx = JG'(u) - (D¢,aDu)dx
(2.20)
= J (D¢o,aDu)dx — J(/)G”(u) - (Du,aDu)dx < 0.

Since this is true for any ¢ € Cy’ (By,), ¢ = 0, it follows Lu, := —(D,aDu,) < 0in By, (ina
weak sense).

Now suppose that Lemma 2.5 is true under additional Assumptions 2.6(i). For any
small € >0, we can apply this weaker formulation to the function u, := G(u) in Q, :=
{ue >0} N By,. We know that u, € W(By,) and Lu, < 0 in By,. Moreover, estimate (2.10)
for Q implies a bit stronger estimate (2.13) for Q. C Q. In addition, obviously u, = 0 on
(0Q¢) N By, Hence the functions u, satisfy estimate (2.11) with the same = 5(n,7,0) €
(0,1). By virtue of (2.16), u, — u as ¢ — 0%, uniformly on , and we get estimate (2.11)
under the original assumptions in Lemma 2.5.

(ii) Approximation by smooth functions. The additional Assumptions 2.6(i) help in ap-
proximation of a;; and u by smooth functions. Note that since both sides of (2.13) are
continuous with respect to r, we also have

|[{u <0} NB,| >6|B,| (2.21)
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for all p < r which are close enough to r. Fix such p < r and approximate a;; by convolu-

tions al i L 0<e<gi=r— p >0, which are defined in a standard way:
fO@) = (e % f) (x Jne (x=y)f(y)dy = Jf (x=y)n:(y)dy (2.22)
Here 7, are fixed functions satisfying the properties
e € C*(R"), 7n:=0 inR", #/x)=0 forl|x|=>e¢, Ingdx =1. (2.23)
Then al(-j) € C*(By,) and the matrices a'® := [agj-)] satisfy the uniform ellipticity condi-

tion (U) with the same constant v. Further, we consider the cases (D) and (ND) separately.

Divergence case (D). Denote ry:= 4p +¢&y < 4r. From u € W(By,) := Wﬁ)’f (Bs4y) N C(Byy)
it follows u € W“(B,,) n C(B,,) and aDu € L*(B,,). Hence the functions

fe:=—(D,(aDu)'¥') € C*(By,), 0<e<e. (2.24)

Without loss of generality, assume x = 0. Then for fixed x € By, = B4,(0) and 0 < & < &,
the function ¢(y) := #.(x — y) is non-negative, belongs to C*, and has compact support
in By,. Since Lu := —(D,aDu) < 0 in B,,, and D¢(y) = —Dn.(x — y), we have

Je(x):=— <D,J (me(x — y),aDu(y))dy) = J(ng(y),aDu(y))dy <0 (2.25)

for x € By, and 0 < & < g9. In terms of Schwartz distributions, this property simply means
that Lu < 0 implies f, = (Lu)® < 0.
Next, consider the Dirichlet problem

Leue := —(D,a®'Du,) = f, in By, u=u® on 0By, (2.26)

where 0 < ¢ < g. Here a®), f,, and u® belong to C*(By,), so that this problem has a
unique classical solution u,, which belongs to C* (B, ») (see, e.g., [2, Theorem 6.19]).
Then the functions

OF g = (aDw)® —a®¥pul® € C* (Bsy), (2.27)

Vei=U— U

and v, = 0 on 0By,. Integrating by parts over the ball By,, and then applying the Cauchy-
Schwartz inequality, we derive

J (Dve,a® Dug)dx = ngLgugdx = ngfgdx = J (Dve, (aDu)®) dx,
vj | Dv, |*dx < J (Dve,a®Dv,)dx = J (Dve,a®Due —a®Du®)dx  (2.28)

_ v 2,01 [ 2
—J(Dvg,gg)dxs 2,[ | Dv | dx+2v Jggdx.
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It follows | [Dv,|?dx < v~ [ |g:|*dx, and then by the Poincaré inequality,
J |v€|2dst(n,v,p) . Jgfdx, 0<e<e. (2.29)

Further, we will use the property of convolution: for any open set O C R”, and any
bounded open subset Q' € ' C Q, we have

h® —h inLP(Q)ase— 0%, ifh e LP(Q), 1 < p < oo
h® —h aeinQ ase — 0%, ifheLP(Q), 1< p < oo; (2.30)
h® —h inL®(Q)ase — 0%, ifh e C(Q).

In our case Q' := By, C Q:= B,. We write g. = g1, + g2 + g3, where

Qe = (aDu)(s) —aDu, D¢ :=aDu— a®Du, L= a®Du—a®Du'®,
(2.31)

From a € L*(B,,) and Du,aDu € L*(B,,), it follows g — 0 in L*(Bs,). We also have
a'® — a a.e. in By, and by the dominated convergence theorem, g — 0 in L?(Byy).
Finally, since all the matrices a'® satisfy (U) with same constant v, the norm of g3, in
LZ (B4p)>

llgsell, < [la®|l - [IDu = Du®||, < v - ||Du — (Du) @], — 05 (2.32)
therefore,
||g£||2 = ||g1,8||2 + ||g2,£||2 + Hg3,8||2 —0 ase—0" (2.33)

By virtue of (2.29), l|vell, — 0 as e — 0*. Furthermore, since u € C(B,, ), the convolutions
u'®) — y uniformly on By,, which implies convergence in L*(By,). Summarizing the above
arguments, we obtain

e =ve+u® —u  inL? (Bsp) ase — 0" (2.34)
Fix a small constant /& > 0, and note that
ue—u>h onSp,:={u.>h, u<0}nB,. (2.35)

By virtue of (2.34), the measure

| Senp| < h_zJ (up — u)’dx < h_zJ (e —u)’dx — 0 ase— 0%, (2.36)
S B,

e,h,p

Now from {u, < h} n B, 2 ({fu<0}n BP) \ Senp and (2.21), it follows
[{ue <h}nB,| = [{u<0}nB,| — |Senp| >0|B, |, (2.37)

provided € > 0 is small enough.
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Now suppose that Lemma 2.5 is true for smooth a;; and u. We can apply it to the
function u, — h which satisfies L;(u — h) = f; <0 in By,. By Lemma 2.2, the maximum
of u, on BTP is attained on the boundary 9By, so that for small € > 0,

sup (ue —h) < B-sup (ue —h) <f-supu, = - supu'® < f-supu'®. (2.38)

B, By By 4p By
Further, since u is continuous on B,, we have

supu<u+h onan opennonempty set O S B,. (2.39)
By

From the convergence 4, — u in L*(By,), it follows the convergence in L!(O). Using also
(2.38) and the uniform convergence u®) — u on By, we obtain

1
sgppu< Wjo(u+h)dx hm IOII (ue +h)dx

(2.40)
=2h+lim — ( Uy —h)dx <2h+p - supu.
e—0* |O| Bap
Letting h — 0* and then p — r~, we arrive at the estimate
supu < f3-supu (2.41)

- 4r

which is equivalent to (2.11) (under additional Assumptions 2.6(i)). Thus we have re-
duced Lemma 2.5 for divergence operators (D) to the smooth case.

Nondivergence case (ND). We will partially follow the previous arguments, with obvi-
ous simplification. Now from u € W (B,) := WZ"(B,) n C(B,), it follows u € W"(B,,) N
C(B,,), where rg := 4p+¢&y <r. Then f := Lu:= (aD,Du) € L"(Byy), and from f <0 in
B,,, it follows f (&) <0in By, for 0 < & < . For such ¢, the Dirichlet problem

Leue := —(a¥D,Du,) = f©  in Bips u.=u® on 0By, (2.42)

has a unique classical solution u#, which belongs to C°°(B_4p). Then u, —u € Wz"’(B4p) N
C(Byp), and

gei=Le(ug—u) — 0 inL"(By,) ase — 0%, (2.43)
because g. = g1, + g2,e, where

gie=Leue—Lu=f®—f—0, @.=Lu—Lu=((a¥ -a)D,Du) — 0.
(2.44)
In addition, u; — u = u'® — u — 0 uniformly on 0B4,. By the Aleksandrov-type estimate
(see, [2, Theorem 9.1]),

sup |ue —u| <sup |ue —u| + N(n,2,p) - ||gel, 5, — 0 ase—0". (2.45)
Byp 0By,
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Now for fixed & > 0, we have |u, — u| < h on By, for small ¢ > 0, and from estimate (2.21),
it follows (2.37), which in turn yields (2.38). The desired estimate is obtained from (2.38)
by taking € — 0%, then § — 0%, and finally, p — ™.

Therefore, in Lemma 2.5 (and other similar statements) we can always impose the
additional Assumptions 2.6.

Remark 2.7. In a simple case L := —A, Lemma 2.5 follows immediately from the mean
value theorem for subharmonic functions. Indeed, in this case u is positive subharmonic
function in Q, which vanishes on (0Q) N B4,. By defining u = 0 on By, \ Q, we get a
nonnegative subharmonic function u in By,. For arbitrary y € B, = B,(xo), we have B, C
By, (y) C Bs,, and by the mean value theorem,

udx

M()/) 7| sup u. (246)

~ [Ba | JanB, () By (x)

<
|BZr | By ()
Condition (2.10) implies

|By(»)\ Q| = |B,\Q| 20|B,| =270 |By|,
(2.47)
|QmBZr(y)| = |BZr| - |BZr(y)\Q| = (1_2—719) ' |BZr|)

and estimate (2.11) holds true with f:=1-27"0 € (0,1).

Remark 2.8. Consider another special case, when the operator L is in the nondivergence
form (ND), and instead of (2.10), we have a stronger assumption

B:(xo) \ Q contains a ball By,.(z), 6; = const € (0,1). (2.48)

In this case, Lemma 2.5 can be proved by the elementary comparison argument. For the
proof of this weaker version of this lemma, we can assume r = 1 and z = 0. The general
case is obtained from here by a linear transformation. Note that

L(1xI™") = = (aD,D(1x| ™)) = m| tra— <m+2)(‘|’x’|f)] Jx| 2
X (2.49)

<m[mv ! —(m+2)v]-|x| ™ 2<0 forx#0,

provided the constant m = m(n,v) >0 is large enough; for example, one can take m :=
nv~2. Fix such a constant m and compare u with

e lem
v(x):= %M, where M := supu >0, (2.50)
1 1%

on the set Q" := QN B;3(0). We have L(u —v) < 01in ), and
u=0<v on(0Q)n B;(0), u<M=v on (dB;(0))NQ, (2.51)
that is, u < v on 9Q)". By the comparison principle, u < v in Q. Having in mind that

QN Bi(x) cONB(0) = Q :=QnB3(0) € QN By(xy), (2.52)
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we finally derive estimate (2.11):

“m oem
sup u< sup v<B-M<B- sup u, where,"B::g1 2

T2 c(0,1). (2.53)
QMBi(x)  QNBy(0) QNBy(x0) =3

3. Main results

Throughout this section, Q) is a bounded domain in R” satisfying the “exterior measure”
condition (A) in Definition 1.1 with a constant 6 > 0, and L is a second-order elliptic op-
erator in the divergence (D) or nondivergence (ND) form with coefficients a;; satisfying
the uniform ellipticity condition (U) with a constant v € (0,1]. We apply L to functions
in the classes W () described in Definition 2.1. For x € Q, we set d = d(x) := dist(x,0Q)).

Here we prove estimate (M) for solutions to the Dirichlet problem (DP) in Q. This
statement is contained in Theorem 3.5 and Corollary 3.6, which are preceded with a few
more technical results. Estimate (M) is true with y € (0,y), where the constant y, €
(0,1] depends only on #n, v, and 6, > 0. Theorem 3.9 is devoted to a special case, when
the operator L is in the nondivergence form (ND), and Q satisfies the exterior sphere
condition in Definition 3.8; in this case this estimate (M) holds true with y, = 1. Finally,
this estimate together with Lemmas 2.4 and 2.5 imply the global Holder regularity of
solutions to problem (DP), which is contained in Theorem 3.10.

LemMa 3.1. Let w(p) be a nonnegative, nondecreasing function on an interval (0,pq], such
that

w(p) <q *w(gp) Vpe (0,4 "pol, (3.1)

with some constants q > 1 and a > 0. Then
ﬂ «
wip) < (po ) o) Vpe Opol. (3.2)

Proof. For an arbitrary p € (0,po], we have g7~ !py < p < g7/ p, for some integer j > 0.
From these inequalities it follows g~/ < gp/po and q/p < pq. Iterating (3.1) and using
monotonicity of w, we obtain

w(p) < g “w(gp) <q *w(qg’p) < -+ <q “w(g/p) < (%0) w(po).  (3.3)
O

LEMMA 3.2. Let y € 0Q, ry = const > 0, an open subset ' < Q, and let u € W(Q) be such
that

u>0, Lu<0 inQ NB,(y); u=0 on(0Q")NB,(y). (3.4)

Setu=00nQ\ Q. Then

Y1
wy(p):= sup u=< (4_p> wy(ro) Vpe (0], (3.5)
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where the constant y; = y1(n,7,6y) := —log, B € (0,1], B = B(n,7,00) € (0,1), is the con-
stant in Lemma 2.5 corresponding to 6 = 6y in condition (A).

Proof. Condition (A) implies
|Bp(y)\Q'| 2|Bp(y)\Q|200|BP| Vp >0. (3.6)

Applying Lemma 2.5 to the function u in ', we obtain w,(p) < 8- w,(4p) for all p €
(0,47 9], with a constant 8 = B(n,7,6p) € (0,1). We can write § = 4771, where y; =
y1(n,v,60y) := —log, B >0, then (3.5) follows by the previous lemma.

It remains to show that y; < 1, or equivalently, the above properties cannot hold uni-
formly for y; > 1, y € 0Q, and operators L under consideration. Indeed, consider the case
Q' =Qand L = —A. One can always find a ball B := B,(z) < Q which touches the bound-
ary 0Q) at some point y, that is, y € (dB) N (dQ2). In the assumptions of this lemma, con-
sider Au = 0 as a special case of Lu < 0. Then estimate (3.5) with y; > 1 would imply that
the normal derivative to dB of u at the point y is zero. But this is impossible by boundary
Hopt’s lemma (see, [2, Lemma 3.4]). Therefore, we must have y; < 1. O

Corollary 3.3. Let ry = const > 0, an open subset ' < ), and let u € W(Q') be such that
u>0, Lu<0 inQ n{d<nl; u=0 on(dQ")n{d<r}, (3.7)

where d = d(x) := dist(x,0Q). Set u=0on Q\ Q. Then
4p\ "
w(p):= sup u< (—) w(ro) Vpe (0,r0], (3.8)
Qn{d<p} To
where y; = y1(n,v,0y) € (0,1] is the constant in Lemma 3.2.
Proof. The proof follows immediately from (3.5), because w(p) = SUP o0 Wy (p). O

LEMMA 3.4. Let r; = const >0, and a nonempty open subset Q' < Q. Let u € W(Q)') be
such thatu >0in Q', u=0on 0Q’, and

Lu<0 inQy:=Q n{d>n}, Lu<l nQ:=Q'n{d<n} (3.9)
Then

supu < N7, (3.10)
o

where the constant N1 = N1 (n,v,0y) > 0.

Proof. The set ] is nonempty, because otherwise we would have Q = Q’, and from
Lu<0in Q" and u = 0 on 9CY', it follows u < 0 in ', in contradiction to our assumption
u>0in Q.

Since u is continuous on ﬁ;, we can choose a point xg € 5’1 at which

u(xo) = M :=supu > 0. (3.11)
ol
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Then u < M on the set Q' N {d =1} = (0Q)) N (9Q]). On the remaining part of 0Q),
which is contained in dQ)’, we have u = 0 < M. By the maximum principle, u < M on ﬁ(l).
Therefore, u < M on Q= ﬁ(') U 5;, and M = sup, u by virtue of (3.11).

Further, since xy € ﬁ;, we have d(xp) := dist(x,0Q) < r;. Choose a point y, € 0 for
which d(xo) = |xo — yol. Set R := 4ry, and B, := B, (o) for p > 0. By Lemma 2.4(i), there
exists a function w € W (Bg) satisfying the properties (2.4) with a constant Ny = Ny(n,7).
If M < NyR? = 16N0r12, then estimate (3.10) holds with N; = 16Nj. In the remaining case
M > NyR?, we will apply Lemma 2.5 to the function

v(ix)i=ulx)—w(x) mV:=Q"nBrn{u>wcQ cQ. (3.12)

Condition (A) implies |B,, \ V| > |B,, \ Q| = 6y|B,,|. From 0 < w < NoR? and u = 0 on
0QY, it follows v >0 in V, v =0 on (V) N Bg, and xy € V N B,,. Moreover, since Lu <

1 < Lw, we also have Lv < 0 in V. Now we can use Lemma 2.5 with xy = yp, r = 1, and
0 = 6y, which yields

0<M—NoR* <v(xg) < supv<pf- sup v, (3.13)
VNB,, VNo(Byy, )

where f3 = 3(n,7,6) € (0,1). Having in mind that w = 0 on 0By, = dBg, we finally get

M~-NoR*<f- sup u<pf-supu=p-M. (3.14)
Vm(aBR) (0%

This gives us the desired estimate M < (1 — 8)"'NoR? = N;r{, where N; = N;(n,v,60p) =
16No(1 - B)~! >0. 0

Now we can proceed to the equations Lu = f with f € L.

THEOREM 3.5. Let Q be a bounded open set in R" satisfying condition (A) with a con-
stant 8y > 0, and let y, = y1(n,7,00) € (0,1] be the constant in Lemma 3.2. Let an open
subset Q' < O, a uniformly elliptic operator L (in the form (D) or (ND)), and functions
ue W), f € Lyy.(Q') be such that

Lu=f inQ), u=0 onoQ). (3.15)
Then for any constant y € (0,y;),

supd Yu < NF, whereF :=supd>™"fi, (3.16)
"% o

d = d(x) := dist(x,0Q), and N = N(n,,6,,y) > 0.

Applying this theorem to the functions u in Q' = Q, := QN {u>0} and —uin Q' =
Q_:=Qn {u<0}, we derive the following.

Corollary 3.6. The solutions to the Dirichlet problem (DP) satisfy estimate (M) with a
constant N = N(n,v,6p,y) >0, provided 0 <y < y; < 1.

We first expose an idea of the proof of (3.16), which is based on the previous auxil-
iary results. For simplicity, we assume that all problems (3.15) under consideration (with
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different f) have solutions in W(Q'). Multiplying u and f by a constant, we can always
assume that F = 1, that is, f < 7 :=dv2. Letu € W(Q') be a solution to problem (3.15)
with f = f. Then by the maximum principle u < %, so that it suffices to derive estimate
(3.16) for the functions & and 7

Thus we can restrict ourselves to the case f = f := d”~2. In this case, using substitution
s =172, we can write

d/Cz

2f d
f= dszclj r73dr, whereci:=2—y>1, ¢ :=2"%V > 1, (3.17)
f

Note that d/c; < r < difand only if r < d < ¢c,r. Therefore, introducing the indicator func-
tions,

1 f (04 d ,
F) = or x e. Nn{r<d<cr} (3.18)
0 otherwise,
we rewrite f(x) in the form
f@ = | (3.19)
0

By linearity, we can expect that the solution u to problem (3.15) is represented in the
form

[

u(x)=c¢ Jo " 2u,(x)dr, (3.20)

where u, is a solution to the same problem corresponding to the function f;, that is,
Lu, = f, in Q. The functions f, = 0 for d < r; hence we can rely on Corollary 3.3 with
ro = r, which implies

u-(x) < min{l, (4d(x))%}sgpur. (3.21)

r
We also have f, =0 for d > c,r. Lemma 3.4 with r; = ¢,r yields

supu, < Niri = Nyjc3r?. (3.22)
o
Combining these two estimates together, we obtain

Y1
ursNzrzmin{l,<g) }, where N, := 4" N; 3. (3.23)
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Finally, we insert this estimate into (3.20):

00 d Y1
uSClNZJ ryflmin{1,<f> }dr
0 r

d w
= clNz(J " ldr +d” J ryly'dr> =Nd’,
d

0

(3.24)

where N := ¢;N, - [y~ +(y1 — ) 7!], and estimate (3.16) follows.

This approach uses some technical assumptions, such as the existence of solutions
u, € W(Q') to problems (3.15) with f = f;, and also the possibility of interchanging L
with integration with respect to r in (3.20), which implies

Lu=c¢ J 73 Lu,dr = ¢ J 73 fdr = f. (3.25)
0 0

The validation of these assumptions requires some standard work. Instead, we present
another proof which implicitly uses the same idea, only without involving auxiliary exis-
tence results, except for the existence of a function w in Lemma 2.4(i) in the divergence
case (D).

Proof of Theorem 3.5. Without loss of generality, we can always assume that dist(Q)’,0Q) >
0. Indeed, if estimate (3.16) is true under this additional assumption, we can apply it to
the functions u — ¢ in Q. := Q' N {u > ¢} with small ¢ = const > 0. Then we have

sup d7(u-c) < ngpdz‘yﬁ < ngp d*7Vf, = NF, (3.26)

c

and (3.16) follows by the limit passage as ¢ — 0*. We also assume that the set Q" N {u > 0}
is nonempty; otherwise there is nothing to prove. The assumption dist(2’,0Q) > 0 allows
us to claim that dVu € C(ﬁl), and hence there is a point xy € )" at which

d7u(xo) = M :=supd 7u > 0. (3.27)
o

Fix such a point xo, set 7 := d(xp) := dist(xp,0Q) > 0, and choose a point y, € 0Q) for
which d(xy) = |xo — yol. By Lemma 2.4(i), there exists a function w € W (By,(y)) satis-
fying the properties (2.4) in the ball Bg := B4, (y0). For a small constant ¢ € (0,1) to be
specified later, consider the function

v(x) := u(x) — (er)YM — (er)’Fw, where F :=supd* ™" f,, (3.28)
o
on the set
V:i=Q' nBy(yo)n{d>er}n{v>0}. (3.29)

We first assume v(xo) > 0. In this case, xo € V N B,(y). By the condition (A) we have
that [B,(y0) \ VI = [B;(9) \ Q| = 0B, |. From u = 0 on 0Q)" and u < Md" < (er)’M on
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{d < er}, it follows v = 0 on (V') N B4, (y0). Moreover,
Lv=f—(er))?F-Lw<d"?F—(er)) ?)F <0 inV. (3.30)
Applying Lemma 2.5, we get

v(xg) < sup v<B- sup v<pfB- sup u (3.31)
VmBr(}’O) VﬁBz]r(}’U) VnBZ]r(}’O)

where 8 = (n,7,6y) € (0,1). Note that u < d’M < (4r)’M on V N By, (), which implies
v(xp) < (4r)?B - M. Of course, the last estimate also holds in case v(xy) < 0. From this
estimate, together with (3.27) and (3.28), it follows

"M =u(xg) <’ (& +4B)M + (er)’*Fw(xo). (3.32)

By the properties (2.4) of the function w on Br = B4, (), we have

w(xo) < NoR?* = 16Nor?, where Ny = Ny(n,7) >0. (3.33)

Therefore,
M < (&7 +47B)M + 16Npe’ *F. (3.34)
Finally, note that our assumption y < y; := —log, f implies 473 = 4”77 < 1. This al-

lows us to choose € = ¢(n,7,0y,y) € (0,1) such that A := ¢’ + 47 < 1. Now from (3.34) it
follows

M < NF, where N = N(n,v,0p,y) := 16Npe’ 2(1-A)"! > 0. (3.35)
The theorem is proved. O

Remark 3.7. Roughly speaking, Lemma 3.2 and Corollary 3.3 guarantee that if Lu =0
near dQ), and u = 0 on 0Q, then u = O(d") with a constant y; = y,(n,%,0) € (0,1]. It is
well known (see, [2, Problem 3.6]) that the “optimal” value y; = 1 is attained for oper-
ators L in the non-divergence form (ND), and domains Q satisfying the exterior sphere
condition which is specified in Definition 3.8 below. The argument after Corollary 3.6
shows that under these assumptions, estimate (3.16) in Theorem 3.5 should be true for
any constant y € (0,1). We give a direct proof of this fact in Theorem 3.9 below. For do-
mains of class C?, one can prove it using special barrier functions depending only on
d = d(x) := dist(x,0Q) (see [10]). This approach looks especially simple when  is a ball
Bg. For certainty, take 0 = B; := B;(0) and fix y € (0,1). Obviously,

d(x) = dist(x,0Q) = 1 — |x| <d;(x):=1— |x|?> <2d(x) inB,. (3.36)
Following [2, the proof of Lemma 6.21], consider the function w, := df which satisfies
Lw, = —(aD,Dw,) = ydi'_lLdl +y(1- y)df_z(aDdl,Ddl)
= 2yd{72[d1 tra+2(1—7y)(ax,x)] (3.37)
> Zde{’_z[n(l —[x1?) +2(1 —y)|x[*] = cldf_z,
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where ¢; := 2yv - min{n,2(1 — y)} > 0. On the other hand, for any solution to problem
(3.15) in an open set Q)" < B;, we have

Lu=f<f, <Fd?<2*7VFd] > <2 V¢{'F-Lw; inQ, (3.38)
where F := supd?~7 f,. By the comparison principle,
u<22V'Fow =2270'F-d <4c'F-d” inQ), (3.39)

so that estimate (3.16) holds with N := 4¢; L.

Definition 3.8. An open set Q) C R” satisfies the exterior sphere condition with a constant
ro >0, if for each y € 9Q), there exists a ball B,,(z) C R"\ Q such that Q N B, (z) = {y}.

THEOREM 3.9. Let Q) be a bounded open set in R" satisfying the exterior sphere condition
with a constant ry > 0. Let a uniformly elliptic operator L in the non-divergence form (ND) be
defined in an open subset Q' < Q, and let functions u € W(Q'), f € Ly, .(Q') satisfy (3.15).
Then for any constant y € (0,1), estimate (3.16) holds true with a constant N depending
only on n, v, y, and R/ry, where R := diam Q.

Proof. By rescaling x — const -x, we reduce the proof to the case ry = 1. Instead of the dis-
tance function d(x) := dist(x,0Q), it is convenient to use another “equivalent” function:

di(x):=h(d(x)) inQ, whereh(p):=1—(1+p)™ forp=>0, (3.40)

and m := nv=2. By the concavity of h(p), we have ¢;d < d; < c;d in Q, with the constants
¢1:= R7'h(R) and ¢, := d;(0) = m. Therefore, for any fixed constant y € (0,1), estimate
(3.16) is equivalent to the following one:

M :=supd, "u < N\F;, whereF, := supdf_yfh (3.41)
o o

and N; = Ny(n,7,9,R) >0.

As in the proof of Theorem 3.5, we assume that dist(Q’,0Q) >0, and fix a point
xo € Q' such that M; = d;yu(xo), and y, € dQ for which [xy — yo| = d(xp). By our as-
sumptions, () satisfies the exterior sphere condition with 7y = 1, so that QnNBi(z) ={ Yo}
for some zp € R". Set r := d(x,). From the properties

B, (x0) C O, Bi(z0) CR"\ O, ¥ € (0B, (x0)) N (9B1(z0)), (3.42)
it follows
dix)<|x—2z| -1 inQ, r=d(xo) = |xo—yo| = |x0—20| — 1 (3.43)
Therefore,

d(x):=h(d(x)) <do(x):=h(|x—2z| -1)=1-|x—2z| " inQ, (3.44)
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and d; (xo) = do(x0). By definition of M; in (3.41) and the choice of xy, we get
u<Md <Md, inQ, u(x0) = Mid (x0) = Myd} (xo). (3.45)
In Remark 2.8, we pointed out that the choice m := ny=2 guarantees the inequality
L(|x|~™) < 0 for x # 0 and any operator L in the form (ND) with the ellipticity constant
v € (0,1]. Therefore, for x # zo we have Ldy(x) = —L(|x — z9|™™) = 0 and
L(d}) = yd) ' Ldy+y(1 - y)d} "> (aDdo, Ddy) = vy(1 —y)d} > | Ddy |*. (3.46)
Here, |Ddy(x)| =m - |x —zo| ™ ' =m - (1+R)"" !in Q, so that
L(d}) = c3d372 in Q, where ¢; = ¢3(n,7,y,R) > 0. (3.47)
On the other hand, forO0<e <,
r—e<dx)<|x—z| —1<|x—yo| <r+e inB:(xo). (3.48)

Since h(p) is a concave, increasing function with 4(0) = 0, we derive

do(x)=h(|x—2z0]| —1) <h(r+e) < gh(r—e)

(3.49)
r+e rte .
< —h(d(x)) = — di(x) inB:(xo).
r—¢ r—e
This inequality, together with y — 2 < 0, yields
) ree\> -2
Lu=f<f<Fd < (f) Fd™ inQ AB.(x). (3.50)

We claim that the desired estimate (3.41) holds with Ny = N;(n,7,y,R) := ¢;' > 0. Sup-
pose that this is not the case, that is, M; > N, F;. Then we can choose € € (0,1) so small
that B.(x9) C Q" and M; > ((r +&)/(r — €))>"*N; F. By (3.47) and (3.50), the function
yi=uy— Mldg satisfies Lv < —c = const < 0 in B(xp), and by (3.45), v has a local maxi-
mum at xo. Then the desired contradiction follows by the strong maximum, which can
be proved for functions v € W2" in the same way as for v € C?. Alternatively, one can
compare the functions v and w, := &% - |x — x9|?> — &* in B¢(x). We can assume that the
constant € > 0 is so small that Lw, = —2¢? - tra = —c = Lv in B.(xp). Since also v < 0 = w,
on 0B, (x), by the comparison principle we then get v(xo) < w:(xy) = —¢* <0, in contra-
diction to v(xp) = 0. The theorem is proved. O

Estimate (3.16) for solutions u to the Dirichlet problem (DP), together with the “inte-
rior” estimates in Holder spaces C*7, results in the “global” Hélder regularity of solutions:
u € C*(Q), that is, u has finite norm

u(x) —u
ltloy:0 := sup|ul + [u]oy0, where [u]o)0:= sup M (3.51)
Q

x#yeQ |x_y|y
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This property of solutions is established in the following theorem. Its proof combines the
methods of de Giorgi [18], Landis [13], Moser [19], Serrin [20], and other mathemati-
cians.

THEOREM 3.10. Let Q be a bounded open set in R" satisfying the condition (A) with a
constant 0y > 0. There exists a constant y = y(n,v,6y) € (0,1], such that for any constant
y € (0,%), any uniformly elliptic operator L (in the form (D) or (ND)) and f € Ly;.(Q), the
solutions u € W(Q) to the Dirichlet problem (DP) satisfy the estimate

luloyo < NF, whereF := supd®V|f1, (3.52)
Q

d = d(x) := dist(x,0Q), and the constant N > 0 depends only on n, v, 6y, y, and R :=
diam Q.

Proof. Throughout the proof, different constants N, including N’, N, N,..., depend only
on n, v, by, y, and R. By Corollary 3.6, the solutions to (DP) satisfy estimate (M) with
a constant N = N(n,7,0y,y) >0, provided 0 <y < y; = y1(n,7,6y) < 1. This estimate im-
plies

sup |u| < R”supd Y|ul <N;-F. (3.53)
Q Q
Now it remains to prove the estimate [u]g,,q < NF with N = N(n,,6y,y,R) > 0. In turn,
for this purpose it suffices to show that

w(p,x0) :== sup u— inf u<NFp’ (3.54)
QNB,(xo) QNB,(xo)

for all p > 0 and x; € Q, because |u(x) — u(y)| < w(p,x) for p:= |x — y|. For the proof of
(3.54), we fix xg € Q, and consider separately the cases (i) and (ii).
(1) p = po := min{1,(1/2)d(xo)}. If p = (1/2)d(x0), then

d(x) <d(xo) + |[x—x0| <3p VxeQnB,(xo), (3.55)
which gives us
3p\’ B
w(p,x0) <2 sup |ul <2 sup (—) lul <2-(3p)supd " |ul, (3.56)
QNB,(xo) QNB,(x0) d Q

and (3.54) follows from (M). In the remaining subcase of (i), we must have p > 1, and
then (3.54) follows immediately from (3.53) with N := 2N;.

(i) 0 < p < po. For brevity, we write B, := B, (x0) and w(p) := w(p,xo). Note that d > p,
on By, which yields

\Lul = | f| <Fd" 2 <Fp)> inB,, (3.57)
For 0 < p < py, the balls B, are contained in (), so that

w(p) = M(p) —m(p), where M(p):=supu, m(p):= i}}lfu. (3.58)
B, i
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Fix p € (0,(1/4)po] and set A := (1/2)[M(p) +m(p)]. Suppose that the measure
1
|Bpm{u5/1}|zE|Bp|. (3.59)

By Lemma 2.4 applied to the ball By := By, < B,,, there exists a function w € W(By,)
such that

0<w<Noy(4p)?>, Lw=1in Byp; w =0 on 0By, (3.60)

where Ny = Ny(n,v) > 0 is the constant in (2.4). Consider the function

v(x):=u(x)—A— Fpgfzw(x) in V:= By, N {v>0}. (3.61)
Note that
%w(p) =M(p) — A =sup(u—A) =sup (V+Fp2))72w). (3.62)
B, B,

Since 0 < p < (1/4)pp and 0 < y < 1, we have

Fpgfzw < 16N()F/.7g72p2 < NoFp?,

w(p) < 2supv+2NoFp’. (3.63)
B

P

We first consider a more interesting subcase, when v attains positive values in B,. In
this case, the set V N B, is nonempty. By virtue of (3.57), (3.59), and the properties of the
function w, we have

Lv=f-Fp) 'Lw< f—Fp) <0 inV,
1 (3.64)
|Bo)\ V| =|B,n{v=<0}|=|B,n{u=<A}] z§|Bp|.

Obviously, v >0in V, and v = 0 on (dV) N By,. Applying Lemma 2.5 to the function v in
V, we get

supv = sup v < f-supv < f-suplu(x) —A] =B [M(4p) — 7], (3.65)
B, VB, v By

where f3 = f(n,v) € (0,1) is the constant in that lemma corresponding to 6 = 1/2. The
previous estimate, together with (3.63), yields

w(p) <2B - [M(4p) —A] +2NoFp’. (3.66)
Here,

M(4p) ~ A = M(4p) ~ m(p) = 3 [M(p) - m(p)] = w(4p) - 5 (p). (3.67)

1
2



22 Boundary Value Problems

From these relations it follows
1
w(p) <28 [a)(4p) - Ew(p)] FONGEp?. (3.68)

By virtue of (3.63), the last inequality also holds when v < 0 in B,. After simplification, it
is reduced to the following one:

w(p) < B - w(4p) + N Fp?, (3.69)

where the constants " := 2f/(1+f5) € (0,1) and N" := (2/(1+f3))Ny depend only on n
and ». This estimate was proved under assumption (3.59). If this assumption fails, that is,
|B, N {u < A}| < (1/2)|B,|, then

|Bpm{—us—)t}|:|Bp|—|BPm{u<)L}|>%|BP|. (3.70)

Therefore, we can apply the previous argument to —u and —A in place of u and A cor-
respondingly. Since w(p) and w(4p) remain the same after such a substitution, estimate
(3.69) holds true in any case.

Finally, we sety = y(n,7,0¢) := min{y;, —log, 8’} € (0,1], and let 0 < y <y, or equiva-
lently, 0 < y < y; and 4”f" < 1. The restriction 0 < y < y; was needed in the case (i), which
was based on Corollary 3.6. The inequality 7 := 473" < 1 is essentially used in the follow-
ing argument. Set

@(p) := max {w(p),NFp’}, where N =N(n,7,y):=(1-1)"'N">0. (3.71)
From (3.69) it follows

w(p) <477 [rw(4p) + (1 - )NF(4p)]

<477 -max{w(4p), NF(4p)'} = 47w (4p). (3.72)
In addition,
NFp? =477 - NF(4p)" <47Vw(4p). (3.73)
Therefore, we have
w(p) = max{w(p), NFp'} <47 7w(4p). (3.74)

This estimate is true for all p € (0,(1/4)po], so applying Lemma 3.1 with « = y and q = 4,
we get

Y
w(lp) <w(p) < (i—s) w(po) Vp e (0,p0]. (3.75)

Note that p = py := min{1,(1/2)d(xy)} belongs to the case (i) in which we already have

estimate (3.54), that s, w(py) < NFpg. Then w(py) < (N +N)Fp(); =: Nsz(); and by (3.75),

w(p) < N3p? with N5 := 4YN,. Thus estimate (3.54) holds true for all p >0 and xy € Q.
The theorem is proved. O



S. Cho and M. Safonov 23

Remark 3.11. The results of this paper can be generalized, with minor natural modifica-
tions, to elliptic operators with lower-order terms in the divergence form:

Lu:= —(D,aDu) + (b,Du) + (D, cu) + cous, (D1)
or in the nondivergence form:
Lu:= —(aD,Du) + (b,Du) + cou, (ND1)

where a = [a;;] = [a;;(x)] satisfies the condition (U), the vector functions b := (b;(x),...,
ba(x))! and ¢ := (¢1(x),...,ca(x))", and the scalar function ¢j := ¢o(x) are locally bounded
in Q. We can allow a “moderate” growth near 0Q):

bl <Kd*!, |c| <Kd*!, || <Kd*? inQ, (3.76)

with some constants K >0 and « > 0, where d = d(x) := dist(x,0Q). For applicability of
the maximum principle, we also need the additional condition L1 = 0, which means ¢y >
0 for operators L in (ND1). In the divergence case (D1), the inequality L1 = (D,c) +¢p = 0
is understood in a weak sense (see, [2, Section 8.1]).

Remark 3.12. The main results can also be extended to the parabolic equations, in both
divergence and non-divergence forms. For this purpose, one can use the “parabolic” ver-
sions of growth lemmas in [3, 13, 14], or [16].
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