Hindawi Publishing Corporation
Boundary Value Problems

Volume 2007, Article ID 80929, 10 pages
doi:10.1155/2007/80929

Research Article
On Comparison Principles for Parabolic Equations with
Nonlocal Boundary Conditions

Yuandi Wang and Hamdi Zorgati
Received 5 December 2006; Revised 8 March 2007; Accepted 3 May 2007

Recommended by Peter Bates

A generalization of the comparison principle for a semilinear and a quasilinear para-
bolic equations with nonlocal boundary conditions including changing sign kernels is
obtained. This generalization uses a positivity result obtained here for a parabolic prob-
lem with nonlocal boundary conditions.

Copyright © 2007 Y. Wang and H. Zorgati. This is an open access article distributed un-
der the Creative Commons Attribution License, which permits unrestricted use, distri-
bution, and reproduction in any medium, provided the original work is properly cited.

1. Introduction

The positivity of solutions for parabolic problems is the base of comparison principle
which is important in monotonic methods used for these problems. Recently, Yin [1] de-
veloped several results in applications of the comparison principle, especially on nonlocal
problems. Earlier works on problems with nonlocal boundary conditions can be found in
[2], and some of references can be found in [1, 3]. In the literature, for example [2, 4-6],
a restriction on the boundary condition (see (2.1)) of the kind

L) Ik(x,y)|dy <1, k(x,y)>0, (AK)

where k represents the kernel of the nonlocal boundary condition, is sufficient to obtain
the comparison principles. Recent results show that this restriction is not necessary for
problems with lower regularity (see [3, Theorem 3.11] for problem with Dirichlet-type
nonlocal boundary value). Moreover, in [7], an existence result for classical solutions
of a parabolic problem with nonlocal boundary condition was obtained. In [8] we find
an illustration of how the boundary kernel influences some results such as those on the
eigenvalues problem and on the decay of solutions for evolution equation with a special
kernel. In this paper, we give some general comparison results without the restriction
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(AK). Then, we use these results to discuss nonlocal boundary problems for a semilinear
and a fully nonlinear equations.
2. Case of a semilinear equation
In this section, we are interested in the positivity of solution of the following problem:
u+AtLx)u>0, t>0,x€Q,
(B(t,x)3yu + (b, X)) = Jﬂk(t,x;y)u(t,y)dy, £>0,x €T, .1

u(0,x) = up(x), x€Q,
where

A(t,x)u:= —aV2u+bVu+cu (2.2)

Wlth a::= (aij)n><n> l;Z: {bl,---,bn}T) ((a>l;ac)a(‘x’ﬁ)’k’u0) € C([O’T]’[E)) E:= C(ﬁ’
Rn2+n+1) X C(I" |R2) XC(F XQ’R)XCZ(E, IR);

i o*u - A
2, _ y _ )
aViy = E a;j ax,-ax,- ) bVu lélb, o (2.3)

ij=1
and the elliptic operator A satisfies the following: there exists a §, > 0 such that
§Tal = 6ol¢l%, VEER™ (2.4)

The boundary I' = 0Q of the bounded domain QO C R" is a smooth (n — 1)-dimensional
manifold and v is the outward unit normal vector to T

We also assume the following hypotheses.

(H*) alt,x) = 1, B(t,x) = 0, k(t,x, y), and uo(x) satisfy the compatibility condition

B(0,x)0yu + a(0,x)u > J k(0,x; y)uo(y)dy onT. (2.5)
Q
Let Qr = (0, T] x Q. A (classical) solution u(t,x) of (2.1) should be in C2(Qr) N C*1(Qr).
We have the following result.
THEOREM 2.1. Ifug is nonnegative, then the solution u(t,x) of problem (2.1) is nonnegative.
Proof. We can find a positive function ¢(x) € C>(Q) such that

d(x) =1, oyp(x) >0 onT,

mﬁlngb(x) ze>0, (2.6)

L \k(tx ) |dy <1, te[0,T], xeT.
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Let us consider the function v := u/¢. We have
v,+/T( x)v=0, t>0,x€Q,

(Boyv+av) > J (t,x;y)v(t,y)dy, t>0,x€Tl, (2.7)
v(0,x) = vo(x) := up(x)/d(x), x€Q,

where
g(t,x)v = —aV2v+ZVV+5v,
6= pap+a, (2.8)
k(t,x:y) == k(t,259)9(9),
with
b —%(V¢)Ta+l;, Zim a[av% BV6] +c. (2.9)

Without loss of generality, we can suppose that ¢ > 0, otherwise, we replace v by e*v with
a A > 0 large enough to have A + ¢ > 0. Following the same approach in [2] and using (2.6)
we show that v(t,x) > 0. In fact, suppose there exists a (t*,x*) € (0, T] X Q such that
v(t*,x*) < 0. If x* € 'and v(t*,x*) = min{v(t,x) : (t,x) € Q4= } <0, then using (2.6) we
get

0>v(t*,x*) = (av) | = (Boyv+av Ix*>J s y)v(tt,y)dy
Q (2.10)
J |k x5 y) | dyv(E,x%) > v(tF,x*),
which is impossible. And if x* € Q, then using the first inequality in (2.7) we get
0< (vi+Av)| () = C(E5 27 )v(H*,67) <0, (2.11)
which is also impossible.
Therefore, we conclude that v(t,x) > 0 on Q4 and thus u > 0 in Q. O

Remark 2.2. The existence of the function ¢ can be obtained by means of the function

1, Q, dist(x,T ,
$e9 = { * 2 Q d%stix I“; < 9 for small positive numbers ¢, 9. (2.12)
& X , dist(x,T) > 9.
We define ¢ by
x—
$lx)=r"" L}p(%)gbe,s(y)dy, (2.13)
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where the constants ¢ and 9 are small enough so that (2.6) holds. Here r = 9/4 and

-1
[J el/(‘y‘z‘l)dy] VD e <,
[yl<1

0, |x| > 1.

plx) = (2.14)

It is obvious that
e<¢x)=<1, forxeQ, 0,$Ir = 0. (2.15)

Let M = sup{lk(t,x,y)| : (£,x,y) € [0,T] x 9Q x Q}. If 6 and ¢ satisfy M(|T|(56/4) +
e|Q|) < 1, where |Q| denotes the measure of ), then (2.6) holds.

More generally, if & > ap > 0, we can get a similar result replacing k by k/(ao).

In addition, for some special domains Q, we can construct ¢ according to the geometry
of Q as in the following example.

Example 2.3. Let us consider the following problem on Bg := {x € R",|x| < R}:
us—Au=0, x€&€Bg, t>0,
avu+ocu=kj u(t,y)dy, Ix|=R,t>0, (2.16)
Br

u(0,x) = up(x), x€E By,

with the corresponding compatibility condition. In (2.16), « and k are constants. Then,
¢ can be chosen as the following:

e+(1—e)(R2—9) *(Ix12-9)", R-9=<I|x| <R,
$(x) = ( ) ) (2.17)
& x| <R-9
with € and 9 verifying
8R(1 —
g =R 20, k(e 1)|Baoo + |Bel) < 1. 2.18)

Remark 2.4. The condition «a(t,x) = 1 in (H*) is not necessary. We can just assume that
a>0on [0,T] xT and we replace § and k, respectively, by f/a and k/a. This means that
we can prove Theorem 2.1 without assuming «(f,x) > 1.

Let us now consider the decay behavior of the following control problem:

u+tAX)u+wx)u=0, t>0,xeQ,

B(x)9yu + () = Jﬂk(x;y)u(t,y)dy, (>0, x€T, (P,)

u(0,x) = up(x), x€Q,



Y. Wang and H. Zorgati 5

where A is an elliptic operator defined as in (2.2) with ((a, g,c), (a,8),k,up) € E. Follow-
ing the same approach as in [4], we obtain that the C-norm U(¢) := maxg |u(t,x)!, u
being the classical solution of problem (Py) (w = 0 in (P,) decays to zero exponentially
provided that [, |k(x; y)|dy < 1).

For any k(x, y) € C(T x Q), we can find w and ¢ such that

Frw=0, L k(s )d() | dy < 1, (2.19)

where ¢'and ¢ are defined in (2.6) and (2.9), and the functions f3, a, and k also satisfy
some corresponding conditions as in (H*). Hence, by using the same method as in [4],
we have the following theorem.

THEOREM 2.5. For any fixed k(x, y), there exist a function w and positive constants M and
A such that the solution u of problem (P,) satisfies

lu(t, )l < Me™,  Vt=0. (2.20)

We can look at the following one-dimensional example.

Example 2.6. Let Q = [a,37 — a] with a € (0,7/2). The following problem
U —Upx —u+wu=0, inQr,

3m—a
u(t,a) = u(t,3mr —a) = %tanaJ’ u(t,y)dy, (Ew)

a
u(0,x) = sinx

has a solution u(t,x) = sinx when w = 0. But when w = 1, (E;) has a decay solution u =
e 'sinx. We can see that [, kdy = ((37 — 2a)/2) tana > 1 when a € (arctan 1/7,71/2).

We propose to use a positivity result of Theorem 2.1 in order to establish a comparison
principle for a semilinear parabolic equation with nonlinear nonlocal boundary condi-
tion. Let us consider the following problem:

ur—aViu= f(t,x,u,Vu) inQr,
Boyu+u= J k(t,x,y;u(t,y))dy on(0,T)xT, (SP)
Q
U(O,x) = I/l()(x), x e Q)
where a, 8, and u satisfy the hypotheses above, and f and k satisfying the following
hypotheses:

(i) k(-;u) € C([0, T] X T x Q) and k(t,x, y;-) € C'(R);
(ii) f satisfies the following Lipschitz condition: there exists L;, L, > 0 such that

f(t,x,u,P)— f(t,x,v,P) < Li(u—v), ifuz=uw;

| f(t,x,u,P) = f(t,x,u,Q) | <L2|P—Ql. (2.21)



6 Boundary Value Problems

A function u(t,x) € C*?(Qr) N C*(Qy) is called an upper solution of (SP) on Qy if it
satisfies

ur—aViu > f(t,x,u,Vu) inQr,
Boyu+u = J k(t,x,y;u(t,y))dy on(0,T)XT, (2.22)
Q

u(0,x) > ug(x), xe€ Q.

A lower solution is defined analogously by reversing the inequalities in (2.22). A solution
u of problem (SP) means that u is both an upper and a lower solutions.

THEOREM 2.7. If u,v are, respectively, an upper and a lower solutions of the problem (SP),
then u > v for all (t,x) € Qr.

Proof. Let us consider the function w(t,x) = u(t,x) — v(t,x). This function verifies
we—aViw > f(t,x,u,Vu) — f(t,x,v,Vv) inQr,
Boyw+w = J ky(t,x,y;€(t, y))w(t, y)dy on (0,T)XT, (2.23)
Q

w(0,x) = up(x) —vo(x) =0, x€Q

with £ situated between u and v.
We note that the right-hand side of the first inequality in (2.23) depends on u and Vu,
thus, Theorem 2.1 cannot be applied directly. We introduce

w(t,x) = V(t,x)(x)eM, (2.24)

where ¢(x) satisfies (2.6) with k(t,x, y) replaced by k,(t,x, y,&(t, y)) and

(2.25)

A>L +m_ax{L2 [Vé(@)| +aV2¢(x) }
Q

¢(x)

If there is a point (t,x) € (0, T] X Q such that w(t,x) < 0, then V will attain its negative
minimum at some point (f;,x;) with

V(t,x1) <0, Vi(t1,x1) <0, VV(t1,x1) =0. (2.26)
Hence, using the hypotheses on f, we obtain a contradiction since we have

L,|V¢| aV¢
¢ ¢

We obtain also a contradiction if x; € I' since we have

0>V, > _(A_Ll_ )V>0 at (tl,Xl) ifX1 e Q. (2.27)

jﬂ |k (130, (01,7)) | §()dy < 1. (2.28)

We thus conclude that V > 0, and therefore, w(t,x) > 0 on Q. O
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A similar result can be obtained for parabolic systems with changing-sign kernels. Note
that in [9, Example 2.1], the kernel K;; appearing in the boundary condition is assumed
to be positive.

Remark 2.8. From the above discussion, the result of Theorem 2.7 holds true if we just
assume k and f to be locally (one side) Lipschitz continuous, respectively, on u and Vu,
that is, k(-,u) € C([0, T] X T x Q) for any fixed u and there exists L,L;,L, > 0 such that

|k(t,x, y,u) = k(t,x,y,v) | < L(p)lu—vl;
f(t,X,M,P) _f(taxaV)P) = LI(P)(u - V)) ifu= v; + when Iul, |V| < P (229)
|f(t,x,u,P) _f(taxau)Q)| = L2(P)|P_ Q‘

The uniqueness of the solution of problem (SP) is a direct consequence of Theorem
2.7. Using the upper and lower solutions, some existence theorems of the solutions for
problem (SP) will be obtained by monotonicity methods (see [2]). We can also discuss
the quadric convergence of iterative series constructed using upper and lower solutions
(see [10]). Here we do not give more details about that.

3. A fully nonlinear equation

Let us consider a general nonlinear parabolic equation with nonlinear and nonlocal
boundary conditions

U= f(t>-x) u, Vu, vZu) in QT)
Boyu+u = J k(t,x,y;u)dy on (0,T] xT, (Pf)
Q

u(0,x) = ug(x) 1inQ,

where f € C(Qr xR x R" X R™,R), V= (thy, ..., Uy, )> and V21 = (Uy x,» tryyse - i, )-

In order to establish the comparison principle, we give a definition of elliptic function.
We say that f € C(Qr x Rx R" x R", R) is elliptic at point (ty,xo) if for any u, P, R, S
with R = (Rij)nxn> S = (Sij)nxn> verifying AT(R — S)A = 0 for any vector A € R", we have
f(to,x0,u, P,R) = f(to,x0,u,P,S). If f is elliptic for every (t,x) € Qr, then f is said to be
elliptic in Qr. In the remainder of this paper, we assume f to be elliptic in Q7.

A function u(t,x) € C»*(Qr) N C*1(Qy) is said to be an upper solution (resp., a lower
solution) of problem (Pf) on Qy if u satisfies the following system:

ur > (=) f(t,x,u,Vu,V?u) in Qr,

Bayutu> (S)Jﬂk(t,x,y;u)dy on (0,T] xT, (3.1)

u(0,x) > (<)up(x) in Q.
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Assuming f3 to be positive, k to be continuous, and there exists a nonnegative C([0,T] X
T x Q)-function L, verifying

k(t,x,y,u) —k(t,x,y,v) =2 Loy(t,x, y)(u—v) ifuz=v, (3.2)

we get the following theorem.

THEOREM 3.1. Let u and v be, respectively, an upper and lower solutions of problem (Pf).
Suppose u(0,x) > v(0,x) and one of the first two inequalities in (3.1) to be strict. Then
u(t,x) > v(t,x) on Qr.

Proof. Let us consider the function U(t,x) = u(t,x) — v(t,x). If the conclusion was not
true, then the initial condition implies that U(¢,x) > 0 for some ¢ >0 and there exists
(t1,x1) € Qr such that U(t;,x;) = 0. We can assume that (f;,x;) is the first nonnegative
maximum point, that is,

U(t,x) >0, Vt<t,xecQ. (3.3)
We have that (¢1,x;) € Qr. In fact, if (t1,x1) € Qr, then we have
U <0, VU=0, A"(Usxy;)uyA=0 at(t,x). (3.4)
Using the ellipticity of f, we obtain that

U (t1,x1) > f(t1,x1,u, Vi, V2u) — f(t,x1,v, Vv, V3y) > 0, (3.5)

which is in contradiction with (3.4). Hence, U(t,x) >0 in Q;,. We have also (t,x;) &
(0, T] x I. Otherwise,

Oz/J’avU+U2J LUdy>0, at (t,x), (3.6)
Q

which leads to a contradiction again.
Finally, we conclude that U(t,x) > 0, that is, u(t,x) > v(t,x) on Q. O

Let us now assume f3 to be positive, f satisfying locally one-side Lipschitz conditions,
that is, for |u| < p and |v| < p, there exists a constant L;(p) such that

f(t,x,u,P,R) — f(t,x,v,P,R) < Ly(u—v), ifu=w. (3.7)

We also assume k to be continuous and there exist two nonnegative C([0,T] X T x Q)-
functions, L, and L,, such that

Ly(t,x, y)(u—v) <k((t,x,y);u) —k((t,x,y);v) < La(t,x,y)(u—v), ifu=v. (3.8)
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Then, for € > 0, it is obvious that
(se‘”)t = deed > ftxu+ %,V (u+ee®), V? (u+ee)) — f(t,x,u,Vu,Vu) (3.9)

whenever § > L.
Let o = u+ €% with § > L, and suppose L, |Q| < 1, then

U = up+ 8ee® > f(t,x,1, Vi, V%), in Qr,
BO, i+ 11 > et +J k(t,x, y;u)dy > J k(t,x,y;u)dy, on (0,T]xT, (3.10)
Q Q

1(0,x) = u(0,x) +¢&, in Q.

This means that # is a (strict) upper solution as well as u. Letting ¢ — 0" and using
Theorem 3.1, we obtain the following corollary.

CoRrOLLARY 3.2. Under the above assumptions, if u and v are, respectively, the upper and
the lower solutions of problem (Pf) and if L1 Q| < 1, then u(t,x) > v(t,x) on Qr.

The uniqueness of the solution for problem (Pf) can be easily obtained and an exten-
sion to a fully nonlinear system can be derived.
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