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1. Introduction

Throughout the paper L'[a,b] denotes the set of integrable functions on [a,b], L], (a,b]
the set of functions x : (a,b] — R which are integrable on [a — ¢,b] for arbitrary small
€ >0, ACla, b] is the set of absolutely continuous function on [a,b], and ACi.(a, b] is the
set of functions x : (a,b] — R which are absolutely continuous on [a — ¢,b] for arbitrary
small ¢ > 0.

Let T be a positive number. If G C R/ (j = 1,2) then Car([0, T] X G) stands for the set
of functions i : [0, T] X G — R satistying the local Carathéodory conditions on [0, T] X G,
that is, (j) for each z € G, the function h(-,z) : [0, T] — R is measurable; (jj) for a.e. t €
[0, T], the function h(t,-) : G — R is continuous; (jjj) for each compact set M C G, there
exists 8y; € L'[0, T] such that |h(t,z)| < 8 (t) for a.e. t € [0,T] and all z € M. We will
write h € Car((0,T] x G) if h € Car([a,T] X G) for each a € (0, T].

We consider the singular boundary value problem

(@' (D) +f(Lu' (1)) = Ag(Lu(e),u' (1), A>0, (1.1)
u'(0) =0, Bu' (I +au(T)=A4A, =0, a,A>0, (1.2)
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depending on the positive parameter A. Here ¢ € C°[0,00), f € Car((0,T] X [0,0)) is
nonnegative, f(t,0) = 0 for a.e. t € [0,T], g € Car([0,T] x D) is positive, where D =
(0,A/a] % [0,00) and g is singular at the value 0 of its first space variable. We say that g is
singular at the value 0 of its first space variable provided

lirgg(t,x,y) =oo forae. te[0,T]and each y € [0, ). (1.3)

A function u € C'[0,T] is called a positive solution of problem (1.1), (1.2) if u >0 on
[0, T], ¢(u") € ACi0c(0, T], u satisties (1.2), and (1.1) holds for a.e. t € [0, T]. We say that
u € C'[0,T] satisfying (1.2) is a dead core solution of problem (1.1), (1.2) if there exists
to € (0,T) such that u = 0 on [0,%], u >0 on (ty, T], ¢(u") € AC[ty,T] and (1.1) holds
for a.e. [ty, T]. The interval [0,,] is called the dead core of u. If u(0) =0, u >0 on (0, T],
¢(u') € ACioc(0, T, u satisfies (1.2) and (1.1) a.e. on [0, T], then u is called a pseudo dead
core solution of problem (1.1), (1.2).

The aim of this paper is to discuss the existence of positive solutions, dead core solu-
tions, and pseudo dead core solutions to problem (1.1), (1.2). Although problem (1.1),
(1.2) is singular, all types of solutions are considered in the space C'[0, T].

The study of problem (1.1), (1.2) was motivated from the paper by Baxley and Gers-
dorff [2]. Here the singular reaction-diffusion boundary value problem

u” + filtu') = Agi (tu),

W(a)=0, Pu'(b)+aub)=A, B=0, 0,A>0 (4
is considered with f; € C°((a,b] X [0,)) nonnegative, f;(¢,0) =0 for ¢ € (a,b], and
g1 € C°([a,b] x (0,A/a]) positive. The authors presented conditions guaranteeing that
for sufficiently small positive A problem, (1.4) has a positive solution and for sufficiently
large A, it has a dead core solution (see [2, Theorem 17]). We notice that the inspiration
for paper [2] were the results by Bobisud [3] dealing with the Robin problem

u” = Ag(u),
1.5
—u'(-D+au(-1)=A4, v 1)+au(l)=4, aA>0, (13)

where g; € C'(0,A/«] is positive. Bobisud proved that if ¢, € L'[0,A/«a], then for A suffi-
ciently large problem (1.5) has a dead core solution. In [1] the authors considered positive
and dead core solutions of the Dirichlet problem

(p(u))" = Afaltsuyud'),
u(0)=A4, u(l)y=A, A>0.

(1.6)

Here f, € Car([0,T] x (0,A) X (R\ {0})) and f; is singular at the value 0 of its first space
variable and admits singularity at the value A of its first one and at the value 0 of its
second one.

The results presented in this paper improve and extend the corresponding results in
[2].
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In this paper, we work with the following conditions on the functions ¢, f, and g in
the differential equation (1.1).
(H)) ¢ € C°[0, ) is increasing, limy_« ¢(x) = o0, and ¢(0) = 0.
(Hz) f € Car((0,T] x [0,0)) is nonnegative and f(t,0) =0 for a.e. t € [0, T].
(Hs) g € Car([0,T] x D), D = (0,A/a] X [0,00), g(¢,x, y) is positive on [0, T] X D and
singular at x = 0,

g(t,x,y) < p(x)w(y) forae.te[0,T]andall (x,y) €D (1.7)

with p: (0,A/a] — (0, %) nonincreasing, p € L'[0,A/a], w: [0,00) — (0, 00) non-
decreasing and

R O NN
|, PEETEILES (1)

(H4) For each B > 0, there exists a positive constant mp such that mp < g(t,x, y) for
a.e. t€[0,T] and all (x, y) € (0,A/a] X [0,B].
Define ¢* € C°(R), f* € Car((0,T] X R), and g, € Car([0,T] x R?), n € N, by the
formulas

g | $@ forxe[0,m),
¢*(x) = {_¢(_x) for x € (—,0),

y | fty) forte(0,T], y €[0,00),
f (t,y)—{ fort € (0,T], y € (—,0), (19)

g (t,x,y) forte[0,T], (x,y) € Rx[0,00),

gn(t)xxy) = «
¥ (t,x,0) forte[0,T], (x,y) € RX (—,0),

where
’g(t,%,y) fort € [0,T], (x,y) € (%,00) X [0, 00),
g(t,x, ) forte[0,T], (x,y)e[z:;a,%]x[o,oo),

& (bx,y) = B
[ﬁb(i)] (/’(x)g(t,zﬁ;a,y) fort € [0,T], (x,y) € [0,i> x [0, 00),

2na 2na

10 fort € [0,T], (x,y) € (—,0) X [0,00).
(1.10)
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We have due to (H3),

0<gu(t,x,y) < p(x)w(y) fora.e.te[0,T]and each (x,y) € (0,%] X [0, 00),
(1.11)

and due to (Hy),

for each B > 0, there exists a positive constant mp such that

mp < g,(t,x,y) forae. te[0,T]andall (x,y) € [2:;“,3] x [0,B], n € N.
(1.12)

Since f*(#,0) = 0 for a.e. t € [0, T], gu(t,x,y) =0 for a.e. t € [0,T] and each (x,y) €
(—00,0] X Rand lim, .. g.(t,x, y) = g(t,x, y) fora.e. t€ [0, T] and each (x, y) € (0,A/a] X
[0, 0), we consider the existence of positive solutions, pseudo dead core solutions and
dead core solutions of problem (1.1), (1.2) by considering solutions of the sequence of
auxiliary regular problems

(6" (' (D) + f* (6,1 (1) = Aga(tu(t), ' (1)), A >0, (1.13)
u'(%)=0, Bu/(T)+au(T) = A, B> 0, a,A>0. (1.14)

We may assume without loss of generality that 1/n < T for all n € N, otherwise we con-
sider n € N’ where N’ = {n € N:1/n < T}. A function u € C'[1/n, T] is called a solution
of problem (1.13), (1.14) if ¢(u') € AC[1/n, T], u satisfies (1.14) and (1.13) holds for a.e.
te[1/n,T].

We introduce also the notion of a sequential solution of problem (1.1), (1.2). We say
that u € C°[0,T] is a sequential solution of problem (1.1), (1.2) if there exists a subse-
quence {k,} such that lim,_ u,(cj (1) = ul) (1) locally uniformly on (0,T] for j = 0,1,
where uy, is a solution of problem (1.13), (1.14) with k, instead of n. In Section 3 (see
Theorem 3.1), we show that any sequential solution of problem (1.1), (1.2) is either a
positive solution or a pseudo dead core solution or a dead core solution of this problem.
Our results are proved by a combination of the method of lower and upper functions
with regularization and sequential techniques.

The next part of our paper is divided into two sections. In Section 2, we discuss exis-
tence and properties of solutions to the auxiliary regular problem (1.13), (1.14). The main
results are given in Section 3. Under assumptions (H;)—(Hs), for each A > 0, problem
(1.1), (1.2) has a sequential solution and any sequential solution is either a positive solu-
tion or a pseudo dead core solution or a dead core solution (Theorem 3.1). Corollary 3.2
shows that for sufficiently small A, all sequential solutions of problem (1.1), (1.2) are
positive solutions and under the additional assumption (Hy4) all sequential solutions are
dead core solutions if A is sufficiently large by Corollary 3.3. Finally, Corollary 3.4 states
a relation between sequential solutions of problem (1.1), (1.2) with distinct values of pa-
rameter A. An example demonstrates the application of our results.
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2. Auxiliary regular problems

The properties of solutions of problem (1.13), (1.14) are presented in the following
lemma.

LemMa 2.1. Let (Hy)—(Hs) hold and let uy, be a solution of problem (1.13), (1.14). Then
O<u() <2 forte 7], (2.1)
o n
and there exists a positive constant S independent of n (and depending on A) such that
0<u,(t)<S forte [%,T]. (2.2)

Proof. We start by showing that u, = 0 on [1/n,T]. Suppose that min{u,(t): I/n <t <
T} =u,(t1) <0. Since u,,(1/n) = 0 by (1.14), there exists & € [1/n,t;) such that u},({) =0
and u, < 0 on (&, 1;]. Consequently,

(¢* (1, (1)) = Agu (£ un(t),u, (1) — (1) >0 forace. t € [£,1]. (2.3)

Integrating (¢* (u;,(¢))) >0 over [&,¢] C [£,11] yields ¢*(u;,(£)) >0 for t € (&,t]. Hence
u,, >0 on (&t ], which is impossible. We have shown that

u,(t)=0 forte [%,T], (2.4)

and consequently, u,(1/n) = min{u,(t) : 1/n <t < T}. We claim that u,(1/n) >0 and
so u, >0 on [1/n,T]. Suppose u,(1/n) < 0. Put 7 = max{t € [1/n,T] : u,(s) <0 fors e
[1/n,t]}. We can see that 7 > 1/n. If 7 = 1/n, then u,(7) = 0 and, by (1.14), u,,(7) = 0.
Let 7 > 1/n. Then (¢*(u, (1)) = — f(t,u,(t)) <0 for a.e. t € [1/n,7] and integrating
(¢*(u, (1)) < 0 over [1/n,t] C [1/n,7] gives ¢*(u,(t)) < 0 on [1/n,7]. Hence u;, <0 on
[1/n,7], which combining with (2.4) yields u, (t) = 0 for t € [1/n,7]. If T = T, we have
uy(T) = u,(1/n) and therefore, A = au,(1/n) by (1.14), contrary to u,(1/n) < 0. It fol-
lows that 7 < T. Then u,(7) = 0 and u,(7) = 0. We have proved that t € [1/n,T), u,(t) =
0, u;, (1) = 0, and, by the definition of 7, 4, >0 on (7, T]. Put v(t) = max{u,(s): 7 <s <t}
for t € [7,T]. Then v is continuous and nondecreasing on [7,T], v(7) = 0, and v > 0 on
(1,T]. Let ty € (r,7+ 1] n (7, T] be such that 0 < u, (t) < A/2na for t € [1,t«]. Then

(¢(u;(t)))' = —f(tu,(t)) + Agn (£, un(t), 1, (£)) < B (u,(£))r(2) (2.5)

for a.e. t € [1,t4], where B = A[¢(A/2na)]™! and r(t) = g(t,A/2na, u;,(t)). Clearly, r €
L'[7,tx] and r > 0 a.e. on [1,t,]. Integrating (¢(u),(¢)))" < Bd(u,(t))r(t) over [1,1] yields
t

& (u, (1) <BJ & (un(s))7(s)ds < B (1n( t))J r(s)ds, (2.6)

T

and using u,(t) = th u,(s)ds < v(t)(t — 1) < v(t), we get

t
o (1, (1)) < Bo(v(1) j rs)ds, 1€ [rt]. (2.7)
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Hence u),(t) < ¢~ (Bop(v(1)) f:r(s)ds) and therefore
v(t) = max{u,(s): T <s<t} < max{gb_1 (Bg(v(s)) Jsr(z)dz) IT<s< t}

-4 (B0 [ risyas),

which gives

(2.8)

t

S (v(8)) ngb(v(t))J r(s)ds, te[rts]. (2.9)

T

Since we know that v >0 on (1,t,], it follows that 1 < Bf;r(s)ds for t € (1,t4], which is
impossible. Hence u, >0 on [1/n, T]. We conclude from the last inequality, from (2.4)
and from u,(T) = 1/a(A — Bu,,(T)) < A/« that u, fulfils inequality (2.1).

It remains to verify (2.2) with a positive constant S. By (1.11),

(¢(u (t) )) = _f(t ” )+Agn(t uy(t), u’( )) S/\gn(f:un(t),u;(t))

2.10
< Ap(un(D) (1, (1) (210
and therefore
(¢ (1 (1)) w8 ,
w(u, (1)) —AP(“n(t))un(t) (2.11)
fora.e. t € [1/n,T]. Integrating (2.11) from 1/n to T yields (see (2.1))
¢(u,0) Aa
J 1(5 AJ gds<A [ p(s)ds (2.12)
0 l/n) 0

for t € [1/n,T]. By (H3), there exists a positive constant S; independent of # such that

1% (/) 1(5 Ala
ds >/\ s)ds, 2.13
0 (¢ () p(s) (2.13)
whenever v > ;. Hence (2.12) shows that u), < S on [1/n, T], where § = ¢~1(Sy). O

In order to prove the existence of a solution of problem (1.13), (1.14), we use the
method of lower and upper functions. Let a € (0,T), h € Car([a, T] x R?), and let ¢* be
given in (1.9) where ¢ satisfies (H;). Consider the boundary value problem

(6% (' (1)) = h(Lu(0),u (1)),
u'(a) =0, pu'(T)+au(T)=A, =0, a,A>0.

(2.14)

We say that v € C'[a,T] is a lower function of problem (2.14) if ¢*(v') € ACla,T],
(¢*(v'(1))) = h(t,v(t),v'(t)) for ace. t € [a,T], v'(a) = 0, Bv'(T) + av(T) < A. If the re-
verse inequalities hold, we say that v is an upper function of problem (2.14).

For the solvability of problem (2.14), the following result (which is a special case of
the general existence principle by Cabada and Pouso [4, page 230]) holds.
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ProrosiTiON 2.2. If there exists a lower function v and an upper function z of problem
(2.14), v(t) < z(t) for t € [a,T] and there exists g € L' [a, T] such that

|h(t,x,y)| <q(t) forae t€[a,T]andallv(t) <x<z(t), y ER, (2.15)
then problem (2.14) has a solution u and v(t) < u(t) < z(t) for t € [a,T].

We are now in a position to give the existence result for problem (1.13), (1.14).

LemMA 2.3. Let (H,)—(H3) hold. Then problem (1.13), (1.14) has a solution and any so-
lution u, satisfies inequalities (2.1) and (2.2), where S is a positive constant independent

of n.

Proof. Let S be the positive constant in Lemma 2.1. Put

h(t,xy) = x[ = F*(6,3) + Aga(tx, )] fort [%T] () €RL  (2.16)

where
1 for [yl <,
x(y) = 2—%' for S< |yl <28, (2.17)
0 for |y| >28.

Since h(t,0,0) = 0 and h(t,A/a,0) = Ag,(t,A/a,0) = 0 for a.e. t € [1/n,T], we see that
v=0and z = A/a is a lower and an upper function of problem (2.14) with a = 1/n. It
follows from f* € Car([1/n,T] x R) and g, € Car([0, T] x R?) that

|h(t,x,y)| <q(t) forae.te [%,T] andall0 < x < %, yER, (2.18)

where g € L![1/n, T]. Hence Proposition 2.2 guarantees the existence of a solution u, of
problem (2.14) satisfying 0 < u, (t) < A/a for t € [1/n,T]. f min{u,(t): 1/n<t < T} =
u,(t;) < 0, we can prove as in the first part of the proof of Lemma 2.1 that there exists
& € [1/n,11) such that u,(¢) = 0 and u), < 0 on (&,t;]. We now deduce from the equality

(¢* (U () + x (ul(0) F* (£14,(£)) = My (1 (£)) g (£ 11 (£), 1, (1)) (2.19)

fora.e. t € [1/n,T] that (¢* (u;,(¢))) = —u,, (t)x(u,(t)) = 0 for a.e. t € [&,1;]. Integrating
(¢* (uy, (1)) = 0 over [&,¢t] gives ¢* (u),(¢)) = 0 for t € [&,#], contrary to u;, < 0 on (&,#].
Consequently, u;, > 0 on [1/n,T] and

(p(u, (1)) = (¢* (uy(1))) = Ay (uy (£)) @ (s 1 (1), 11, (1)) < Ap(un (1)) w0 (14, ())  (2.20)

for a.e. t € [1/n,T]. Now the second part of the proof of Lemma 2.1 (see (2.11)) shows
that u;, < S on [1/n, T]. Hence h(t,u,(t),u,(t)) = — f*(t,u,(t)) + Agu(t, u,(t),u,(t)) for
t € [1/n,T] and u, is a solution of problem (1.13), (1.14). The fact that any solution u,
of problem (1.13), (1.14) satisfies inequalities (2.1) and (2.2) follows immediately from
Lemma 2.1. U
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The next two results will be used for the proof of the existence of positive solutions of
problem (1.1), (1.2).

LEMMA 2.4. Let (H,)—(Hs3) hold. Then there exists a nonincreasing function A : (0,0) —
(0,00) such that for all A >0, n € N, and each solution u, of problem (1.13), (1.14), the
estimate

u,(T) = A(Q) (2.21)

is true.

Proof. 1f f = 0, then u,(T) = A/« for all solution u, of problem (1.13), (1.14). Let § > 0.
By (H3), p € L'[0,A/a], and therefore there exists a nonincreasing function g : (0,00) —
(0,0) such that for any interval [¢,d] C [0,A/«], we have

d S(A/2P)) 1
| ps<3 | ¢ S (2.22)

provided d — ¢ < p(A). We claim that
. (A
u,(T) = mln{%,g(/l)} forn e N, (2.23)

where u, is a solution of problem (1.13), (1.14). If u,(T) = A/2a for n € N, then (2.23)
is true. If not, uy,,(T) < A/2« for some ny € N. Then Bu;, (T) = A — au,,(T) > A/2 and so
Uy, (T) > A/2p3. Hence (see (2.12) withn=mnp and t = T)

A O PR S O g (T)
I et M =T Ll WV

and on account of (2.22), we get u,,,(T) — ,(1/n9) = o(A). Therefore, u,,(T) = p(A) and
Uy, (T) = min{A/2a,0(1)}. We have proved that (2.23) holds. Consequently, inequality
(2.21) is satisfied with the nonincreasing function A(1) = min{A/2a,p(1)} for A € (0, 00).

O

LemMA 2.5. Let (Hy)—(H3) hold. Then there exist Ay >0 and d > 0 such that for all A €
(0,A0], t € [1/n,T], n € N, and each solution u, of problem (1.13), (1.14), the estimate

un(t) >d (2.25)

is true.

Proof. Let A be the function in Lemma 2.4. Notice that A is positive and nonincreasing
on (0,). Put

o Ala -1 ~¢[A(1)/(2T)] ¢71(S)
Ao—mln{l,[ . p(s)ds] L mds}. (2.26)
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Let A € (0,A] be arbitrary but fixed and let u, be a solution of problem (1.13), (1.14).
Then (see (2.12))

¢(u (1) </>’1(s) Ala A
Jo st <A 0 p(s)ds < Ao . p(s)ds
SA1)/CQT)] 41 (2.27)
< J ¢77(S)d5
0 w(¢~(s))

for t € [1/n,T] and therefore u;, < A(1)/2T on this interval. Whence u,(T) — u,(1/n) =
u, (&E)(T — 1/n) < A(1)/2T(T — 1/n), where & € (1/n,T). Since, by Lemma 2.4, u,(T) >
A(A) and A(A) = A(Ag) = A(1), we have u,(1/n) = u,(T) — A(1)/2T(T — 1/n) > A(1)/2.
Since u,, = 0 on [1/n, T], inequality (2.25) holds with d = A(1)/2.

O

The following results will be needed for the existence of dead core solutions of problem
(1.1), (1.2).

LemMa 2.6. Let (Hy)—(Ha) hold. Then for every ¢ € (0,T), there exists A. > 0 such that for
all A > A. and each solution u, of problem (1.13), (1.14), the equality

lim u,(c) =0 (2.28)

n—oo
is true.

Proof. Fix c € (0,T), choose ¢ € (0,A/«) and set B = 3A/a(T — ¢). Due to (H;) and (H4)
(see (1.12)), there exist ¢ € L'[c, T] and mp > 0 such that

0= f(t,y) <¢(t) forae.te[c,T]andall y €[0,B],

f T] and all A Al 10,8 22%)
< JEEE—
mp < gu(t,x,y) forae.t€[c,T]andall (x,y) € [2}1“, “] X [0,B].
Put
3(¢(B) + llgll.)
Ae= Te(T—0) (2.30)

where |l = fCT(P(S)dS. We claim that if A > A, in (1.13), then

u,(c)<e foranaX{l,i}, (2.31)

c 2ae

where u,, is a solution of (1.13), (1.14). If not, there exists Ao >A. and ng > max{1/c,A/2ae}
such that u,,(c) > ¢, where u,, is a solution of problem (1.13), (1.14) with A = A
and n = ny. Since u,, > 0 on [1/ny, T, we have u,, > e(= A/2any) on [c, T]. We now show
that u; (c;) > B for some c; € [c,(2c+ T)/3]. Assuming the contrary, then u;, < B on
[¢,(2c+ T)/3] and consequently, gy, (£, un,(t),u, (t)) = mp and f(t,u, (t)) < ¢(t) for a.e.
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t € [c,(2c+ T)/3]. Hence

(2¢+T)/3

8(u(5EE)) - gl = [ GGt 0)) at

c

(2¢+T)/3
T P 0) + g, (i (010, (1)

(2¢+T)/3
zj [ = o(t) + Aomgdt

T-c

3

> —llolls +Acmp

= ¢(B).
(2.32)

Therefore uj, ((2c+T)/3) > B, which is impossible. It follows that u; (c;) > B for some
c1 € [¢,(2¢+T)/3]. If u,, = B on [c1, T], then

r 3A(T —c¢;) 24
tng(T) = thny (T) = thy, (1) = J;l u, (t)dt = B(T — 1) = (X(Ti—c)l =" (2.33)
contrary to u,,(T) < A/a. Therefore u, > B on [c,T] is false. Set M = {t € [c),T] :
uy, (t) < B}. Then JL is an open and nonempty set, and as a consequence, .l is the union
of at most countable set J] of mutually disjoint intervals (ax, bx), M = >rcj(ak, bi). Since
¢(uy,,) € AC[c, T] and ¢(u,, (bx)) — ¢(uy, (ax)) = 0 for all k € ] with at most one excep-

tion when the difference is negative, we have

LA (11, (1)) dt < 0. (2.34)

Denoting the characteristic function of the set Jl by yu and the Lebesgue measure of .l
by meas(M), we have

4

T
0> J (1, (1)) ()t = JM (= () + Aomp) dt

C1

> —|lgll« + Acmp meas (M) (2.35)
— “llglls + meas <M)(¢<B>+||¢||*)T%C.

In particular, meas(Jl) < (T — ¢)/3. Hence u,, > B on the measurable set [c;, T] \ .M and
meas([c1, T]\ M) > (T —c¢)/3. Then

T —
”;l,(t)dt > J u;,()(t)dt > B(T —¢) = A (2.36)
len, T\ 3 o

Uy (T) — tin, (1) =I

C1

and u,,(T) > A/a, which is impossible. It follows that (2.31) is true.
We have proved that for each A > A in (1.13) and for each ¢ > 0, there exists n, € N
such that (0 <)u,(c) < & for all n > n, which proves that (2.28) is true. O

Our next result concerns sequences of solutions of problem (1.13), (1.14).
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LEMMA 2.7. Let (H1)—(Hj3) hold. Let u, be a solution of problem, (1.13), (1.14) and let m €
N. Then the sequence {1} y>m C C'[1/m, T] is equicontinuous on the interval [1/m, T].

Proof. First we define functions H € C°[0, ) and P € AC[0,A/«] by the formulas

$(v)
H®) :J 671(s)ds for v e [0,00),
0 s (2.37)
P() =J p(s)ds forve [o,—].
0 o
By Lemma 2.1, u, satisfies inequalities (2.1) and (2.2), where S is a positive constant.
Hence {1y} n=m is equicontinuous on [1/m, T] and so is {P (1)} n>m-. It follows from (H;)

that 0 < f(t,y) < p(t) for a.e. t € [1/m,T] and each y € [0,S], where o € L'[1/m, T] and
consequently,

0 < f(t,u,(t)) <p(t) forae. te [%,T] and all n > m. (2.38)
Let us choose an arbitrary € > 0. Then there exists ¥ > 0 such that
)
0<P(u,(ty)) — P(u,(t1)) <e, 0<| o(hdt<e, (2.39)
3]

whenever 1/m < t; <t, < T and t, — t; < v. From the inequalities (for n > m)

(¢ (u (1)) 1y () = — f (1,14, (£)) () = —So(t),

Y , , (2.40)
(P (1)) 1y, (8) < Mg (t,un(£), 1 (£)) < A (S) p (14 (£)) 14y (£)
for a.e. t € [1m, T], we obtain
(B () u, (1) = —So(t) forac.te [%T] (2.41)
(e () 1, (1) < A(S)p (un (D)1t (1) forae. t € [%T] (2.42)

Let /m<t <t, <T, t, —t <v and n = m. Integrating (2.41) and (2.42) over [t},1]
yields

153

H(u,(t;)) —H(u,(t1)) = =S| o(t)dt>—Se,

un(t2)
(s (1)) = H (5 (1)) < Ao(®) | s (2.43)
= A(S)[P(un(12)) = P(un(11))]
<dlw(S)e.

Summarizing, we have |H(u,(t2)) — H(u,(t;))| < Vefor I/m <t <t < T, b —t; <,
and n > m, where V = max{S,Aw(S)}. Hence {H(u},)} y>m is equicontinuous on [1/m, T]
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and since H is continuous and increasing on [0, o) and {u},} >, is bounded on [1/m, T],
we see that {u),},>. is equicontinuous on [1/m, T]. O

We now state a relation between solutions of problem (1.13), (1.14) with distinct val-
ues of parameter A in (1.13).

LEmMA 2.8. Let (Hy)—(H3) hold and let 0 < A, < A,. If uy, is a solution of problem (1.13),
(1.14) with A = A4, then there exists a solution v, of problem (1.13), (1.14) with A = A, such
that

0 <va(t) <un(t) forte ET] (2.44)

Proof. Let j = 1,2 and let S; be a positive constant in Lemma 2.1 which gives a priori
bound for the derivative of solutions to problem (1.13), (1.14) with A = A;. Put

hi(tx,y) = x| = f*(ty) +Aiga(t,x, y)] forte [%,T], (x,y) €R? j=1,2,
(2.45)

where the function y is given in (2.17) with § = max{$;,S,}. Consider the differential
equations

(¢ (' (1) = hj(t,u(t),u (1), j=1,2. (2.46)

Let u, be a solution of problem (1.13), (1.14) with A = A;. Since 0 < u,,(t) < S, for t €
[1/n,T], u, is also a solution of problem (2.46), (1.14) with j = 1. The functionv =0isa
lower function of problem (2.46), (1.14) with j = 2, and the relations

($(u, (1)) = = F (£, () + X1 g (£, (£), 1y (£))
< f(t>u:1 t)) +/\2gn( n(t)’u;(t)) (2'47)
= hy (t,un(t),u,,(1))

show that u, is an upper function of this problem. Now Proposition 2.2 guarantees that
problem (2.46), (1.14) with j = 2 has a solution v, satisfying (2.44). Arguing as in the
proof of Lemma 2.3, v, is a solution of problem (1.13), (1.14) with A = A,. O

3. Main results and an example

THEOREM 3.1. Let (H;)—(Hj3) hold. Then problem (1.1), (1.2) has a sequential solution
for each A > 0. Moreover, any sequential solution of problem (1.1), (1.2) is either a positive
solution or a pseudo dead core solution or a dead core solution.

Proof. Fix A > 0. Let u, be a solution of problem (1.13), (1.14) where its existence is guar-
anteed by Lemma 2.3. Then the inequalities (2.1) and (2.2) are satisfied for n € N, where
S is a positive constant and, by Lemma 2.7, {u},},>n is equicontinuous on [1/m, T] for
each m € N. Applying the Arzela Ascoli theorem and the diagonal method, we obtain a

subsequence {k,} such that {u } is locally uniformly convergent on (0,T] for j = 0,1
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and let lim,, . - ug, (¢) = #i(t) for t € (0, T]. Since ug, >0 and u; > 0 on [1/k,, T], we have
#>0and 2’ = 0on (0,T]. Hence there exists lim;_q+ 21(t) = a > 0. Put

_Ju(t) forte(0,T],
u(t) = {a fort=0. (3-)

Then u € C°[0, T] and, by the definition, u is a sequential solution of problem (1.1), (1.2).

Let u be a sequential solution of problem (1.1), (1.2). Then u € C°[0, T] and there ex-
ists a subsequence of {n}, for simplicity denoting again by {n}, such thatlim,_. ug ) (t) =
u(t) locally uniformly on (0, T] for j = 0,1. Here u, is a solution of problem (1.13),
(1.14). Hence Bu'(T) + au(T) = A, u € C°[0,T] n C*(0,T], and (see (2.2)) 0 < u/(t) < S
for t € (0, T]. We now show that u € C'[0, T] and u’(0) = 0. First we prove that

lim u, (%) — u(0). (3.2)
For this, choose an arbitrary ¢ € (0,ST) and put § = &/S. Then there exists no € N, ng >
1/8, such that |u,(8) — u(8)| < & for n = ny. Since
0<u(d)—u(0)=u(&)6 <86 =¢,

. (3.3)

0< un((S)—uﬂ(%) = u,;(‘rn)<6— %) <S(8— ;) <e

for n = ng, where & € (0,8) and 7, € (1/n,6), we have

o(3) o)

for n = ng and therefore (3.2) is true. Passing to the limit as n — co in (see (2.12))

u(%) - un(6)' + ua(8) — u(8) | + [u(8) —u(0) | <3¢ (3.4)

Puy (1) ¢—1(S) un(t) 1
J() st <A () p(S)dS, te |:;, T], (35)
we obtain (see (3.2))
d(u' (1) -1 u(t)
L wz‘;_fz))ds <A s re@.T) (3.6)

Hence lim;_¢-¢(u'(t)) = 0, and therefore lim;.o-u'(t) = 0. Since for t € (0,T),
(u(t) —u(0))/t = u'(n), where 5 € (0, T) by the mean value theorem, letting ¢ — 0" gives 0
on the right side and ' (0) on the left side so that u’'(0) = 0 as desired. Hence u € C'[0, T]
and 1'(0) = 0. The next part of the proof is broken into three cases.

Case 1. Let u >0 on [0,T]. Put ¢ = u(0) and let t; € (0,T) be arbitrary but fixed. Then
u > ¢ on [0,T] and there exists n; € N such that u,(t) > ¢/2 for t € [t;,T] and n > n;.
Therefore

lim f(t,u,(0) = f(6u'(8),  lim g, (£un(8),u,(1)) = g (Lu(D),u' (D) (3.7)

n— oo
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fora.e. t € [t;,T] and (see (H,), (H3), and (1.11))

0 < gu(ty un(8),ul (1)) < p(%)w(s), 0 < f(t,ul(1)) < 9(1) (3.8)

fora.e. t € [#;,T] and n > n;, where ¢ € L![t;, T]. Letting n — o in

T

Bu(0) = 9, (D) + | [F(56) ~Aga s ()]ds (39)

t
yields

T

o' (1) = ¢(u'(T)) + L Lf (5,6 (s)) = Ag(s,u(s),u'(s)) ] ds (3.10)
for t € [#;, T] by the Lebesgue dominated convergence theorem. Since t; € (0,T) is ar-
bitrary, (3.10) holds for t € (0, T] and, moreover, the functions f(t,u(t)), g(t,u(t),u'(t))
belong to the class LIIOC(O, T].Hence ¢(u') € ACioc(0, T] and (1.1) is satisfied a.e. on [0, T].
We have proved that u is a positive solution of problem (1.1), (1.2).

Case 2. Let u(0) =0and u >0 on (0, T]. Choose t; € (0,T) and put ¢ = u(t;) > 0. Then
there exists n; € N such that u,(t) = ¢/2 for t € [t;,T] and n = n,. By a similar argument
as in Case 1, we can verify that ¢(u') € ACc(0,T] and (1.1) is satisfied a.e. on [0,T].
Hence u is a pseudo dead core solution of problem (1.1), (1.2).

Case 3. Letu = 0on [0,] for some t, € (0,T) and u >0 on (¢, T']. Then there exists y €
L'[ty, T] such that 0 < f(t,u,(t)) < y(t) fora.e. t € [ty, T]. Essentially the same reasoning
as in Cases 1 and 2 (now on the interval [ty, T']) shows that

lim [Agn (£, un(0), 1, (1)) = f (£, (6)) ] = Ag (£, u(t),u’ (1)) = f (£,'(1)) (3.11)

for a.e. t € [ty, T] and equality (3.10) holds for ¢ € (¢, T]. In addition,

T
J, Dt (01,5,0) = £ (,,0) 1t = 9(0(T)) = 9o (1) < 9(5)  (3.12)
and Ag, (t,u,(t),u,(t)) — f(t,u,(t)) = —y(t) a.e. on [ty, T] and all n € N. Hence, by the
Fatou lemma, the function Ag(t,u(t),u’(t)) — f(t,u'(t)) is Lebesgue integrable on [f, T']
and consequently, equality (3.10) holds on [ty, T]. Therefore ¢(u') € AC[ty,T] and u
satisfies (1.1) a.e. on [fo, T']. We have proved that u is a dead core solution of problem
(1.1), (1.2). |

Theorem 3.1 guarantees that problem (1.1), (1.2) has a sequential solution for every
A >0 and that any sequential solution is either a positive solution or a pseudo dead core
solution or a dead core solution. The next corollaries show that all sequential solutions of
problem (1.1), (1.2) are positive solutions for sufficiently small values of A and dead core
solutions for sufficiently large values of A, and also that for “larger” values of A problem
(1.1), (1.2) has “smaller” sequential solutions.
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CoRoOLLARY 3.2. Let (H,)—(H3) hold. Then there exists Ay > 0 such that for each A € (0,0],
all sequential solutions of problem (1.1), (1.2) are positive solutions.

Proof. Let Ag >0 and d > 0 be given in Lemma 2.5. Choose an arbitrary A € (0,A¢]. Then
inequalities (2.25) are satisfied where u, is a solution of problem (1.13), (1.14). Let u be
a sequential solution of problem (1.1), (1.2). Then u € C°[0, T| and u(t) = lim,,—. o t, (£)
locally uniformly on (0, T'] for a subsequence {k,}. Hence u > d on [0, T], which shows
that u is a positive solution. O

CoroLLARY 3.3. Let (H,)—(Hy) hold. Then for each ¢ € (0,T), there exists A > 0 such that
any sequential solution u of problem (1.1), (1.2) with A > A, satisfies

u(t)=0 forte[0,cl. (3.13)

Consequently, all sequential solutions of problem (1.1), (1.2) are dead core solutions for suf-
ficiently large values of A.

Proof. Fixc € (0,T). Let A. > 0 be given in Lemma 2.6. Choose A > A.. Then (2.28) holds
where u,, is a solution of problem (1.13), (1.14). Let u be a sequential solution of problem
(1.1), (1.2). Then u(t) = limuy, (¢) locally uniformly on (0,T] for a subsequence {k,}.
Since u > 0, (2.28) shows that u(c) = 0, and therefore u = 0 on [0,c] because we know
that u’ > 0 on [0, T]. O

CoRrOLLARY 3.4. Let (H,)—(H3) hold. Let 0 < Ay < A, and let u be a sequential solution of
problem (1.1), (1.2) with A = . Then there exists a sequential solution v of problem (1.1),
(1.2) with A = A, such that

0<v(t) <u(t) fortel0,T]. (3.14)

Proof. Let u(t) = lim,—« ug, (¢) locally uniformly on (0, T], where {k,} is a subsequence
of {n} and ux, is a solution of problem (1.13), (1.14) with k, instead of n and with A = A,.
By Lemma 2.8, for each n € N, there exists a solution v, of problem (1.13), (1.14) with
A = A, and with k,, instead of #n such that

1
0 <, (f) < (1) forte [k—,T], nen. (3.15)
Since, by Lemma 2.1, 0 < v, (t) < A/a, 0 < vy (t) < S, for t € [1/k,,T] and n € N, and
{Vllw }u=m 1s equicontinuous on [1/k,,, T] by Lemma 2.7, the Arzela-Ascoli theorem and
the diagonal method guarantee that {v,(c]n ,)} is locally uniformly convergent on (0, T] for
j =0,1, where {k, } is a subsequence of {k,}. Set ¥(#) = lim,y — i, (¢) for t € (0,T] and

v(t fort € (0,T],
w0 forte(O.T] (3.16)
lim;_o+ v(t) fort=0.

Then (see the first part of the proof of Theorem 3.1) v € C°[0,T], and therefore v is
a sequential solution of problem (1.1), (1.2) with A = A, in (1.1). From (3.15) we get
v(t) = limy o vk, () < limy —o tg, () = u(t) for t € (0,T], which shows that (3.14) is
true since u,v € C°[0, T]. O
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Example 3.5. Let ¢ satisfy (H;). Consider the differential equation

) (o)

() + 5 y +h2(t)(¢(u'))y), (3.17)

where v,y € (0,0), B € (0,1),r € C°[0, ) is positive on (0, ), r(0) =0, hy,h, € L' [0, T],
0<e<h(t)<H,0<hy(t)<H forae te[0,T] and [; ¢~'(s)/(1+5")ds = 0. The
differential equation (3.17) is the special case of (1.1) with f(t,y) = r(y)/t” satistying
(H,) and g(t,x, y) = hi(£)/xP + hy(£)(¢(»))?. It follows from the inequalities g(t,x,y) <
H(1+1/xP)(1+(¢(y))?) fora.e. t € [0, T] and all (x, y) € (0,0) X [0,00) and g(t,x,y) >
e(a/A)P for a.e. t € [0,T] and all (x,y) € (0,A/a] x [0,00) that assumptions (H3) and
(Hy) are satisfied with p(x) = H(1+1/xP), w(y) = 1+ (¢(y))?, and mp = e(a/A)P. Hence,
by Theorem 3.1, problem (3.17), (1.2) has a sequential solution for every A > 0. This se-
quential solution is either a positive solution or a dead core solution or a pseudo dead
core solution. If A is sufficiently small, all sequential solutions of problem (3.17), (1.2) are
positive solutions by Corollary 3.2. Corollary 3.3 guarantees that all sequential solutions
of problem (3.17), (1.2) are dead core solutions for sufficiently large A.
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