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We study the properties of the positive principal eigenvalue and the corresponding
eigenspaces of two quasilinear elliptic systems under nonlinear boundary conditions. We
prove that this eigenvalue is simple, unique up to positive eigenfunctions for both sys-
tems, and isolated for one of them.

1. Introduction

Let Q be an unbounded domain in RN, N > 2, with a noncompact and smooth boundary
0Q. In this paper we prove certain properties of the principal eigenvalue of the following
quasilinear elliptic systems

—Apu=Aa(x)|ulP2u+Ab(x) |lul*vF My, inQ,

1.1
—Agv =Ad(x) |12y + Ab(x) |ul* T v[F 1y, in Q, (1.1)
—Apu=/la(x)lulp_zu+)Lb(x)|u\"‘|v|ﬁv in Q, (12)
—Agv = Ad(x)|v|97 2 + Ab(x) |ul*|vIPu  in Q '
satisfying the nonlinear boundary conditions
IVulP2Vu-n+c(x)|ulP?u=0 ondQ,
(1.3)

VY12V v -+ (x)|v[972v =0 ondQ,

where # is the unit outward normal vector on 0. As it will be clear later, under condition
(H1),1<p,q<N,a,f=0and

atl p+1_
P oq

rq
N b

P

q*
1, a+l<fl p+i1<
NP

(1.4)

systems (1.1), (1.2) are in fact nonlinear eigenvalue problems. Our procedure here will
be based on the proper space setting provided in [14], (see Section 2). In this section, we
also state the assumptions on the coefficient functions.
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Problems of such a type arise in a variety of applications, for example, non-Newtonian
fluids, reaction-diffusion problems, theory of superconductors, biology, and so forth, (see
[2, 15] and the references therein). As a consequence, there are many works treating non-
linear systems from different points of view, for example, [4, 7, 9, 11, 13].

Properties of the principal eigenvalue are of prime interest since for example they are
closely associated with the dynamics of the associated evolution equations (e.g., global bi-
furcation, stability) or with the description of the solution set of corresponding perturbed
problems (e.g., [17]). These properties are: existence, positivity, simplicity, uniqueness up to
eigenfunctions which do not change sign and isolation, which hold in the case of the Lapla-
cian operator in a bounded domain. It is well known that these properties also hold for
the p-Laplacian scalar eigenvalue problem (in both bounded and unbounded domains)
and were recently obtained in [12] under nonlinear boundary conditions while the case of
some (p,q)-Laplacian systems with Dirichlet boundary conditions was also successfully
treated in [1, 10, 16, 18].

Note that we discuss the case of a potential (or gradient) system, which is a restriction.
However, this is in some sense natural because the aforementioned properties of the prin-
cipal eigenvalue are stronger than in the scalar equation case; for example the principal
eigenvalue of the system is the only eigenvalue which admits a nonnegative eigenfunc-
tion in the sense that both components do not change sign. It is also remarkable that the
associated “eigenspaces” are generally not linear subspaces.

Starting with the system (1.1)—(1.3), we proceed as follows: in Section 2, we give the
space setting and the assumptions on the coefficient functions. In Section 3, using the
compactness of the corresponding operators we prove the existence and positivity of
A1 and we state a regularity result based on the iterative procedure of [5]. In Section 4,
we prove the simplicity and the uniqueness up to positive (componentwise) eigenfunc-
tions. This is done by using the Picone’s identity (see [1]). Finally, in Section 5, we prove
Theorem 2.3 by establishing the connection between the two systems with respect to ex-
istence and simplicity of the common principal eigenvalue A; as well as the regularity of
the eigenfunctions. In addition, we show that A, is isolated for the system (1.2)-(1.3).

2. Preliminaries and statement of the results

Let Q be an unbounded domain in RY, N > 2, with a noncompact and smooth bound-
ary 0Q. For m >0 and r € (1,+) let wy,(x) = 1/(1 + |x])™ and assume that the space
L' (W, Q) = {u: [(1/(1 + |x])™)|u|" < +o0} is supplied with the norm

il = (L)mw)m. 2.1)

We require the following hypotheses:
(H1) 1< p,q<N, &, =0 with («+1)/p+(f+1)/g=1,a+1<pg*/N and f+1<
p*q/N.
Here p* and g* are the critical Sobolev exponents defined by
qN

«_ PN * _
p _N—p’ q _N—q' (2.2)
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(H2)
(i) There exists positive constants a;, A; with ay € (p+ ((f+1)(N — p)/q*),N) and

0<a(x) <Aiwy(x) ae inQ, (2.3)
(ii) there exists positive constants &y, D) with a; € (g + ((¢+1)(N — g)/p*),N) and

0<d(x) <Diwg,(x) ae. inQ, (2.4)
(iii) m{x € Q: b(x) >0} >0and

0 < b(x) < Byws(x) a.e.in Q, (2.5)

where B; >0 and s € (max{p,q},N).
(H3) ¢1(+) and c;(-) are positive and continuous functions defined on RN with

kiwp-1(x) < c1(x) < Kywp-1(x), (2.6)
Lhwg-1(x) < calx) < Liwg-1(x), ’

for some positive constants ki, Ky, I1, L;.
Let C5’(Q) be the space of C¢ (RN )-functions restricted to Q. For m € (1,+), the
weighted Sobolev space E,, is the completion of C§ () in the norm

1/m
m 1 m
”WMm:(LJv”'fkﬁiﬂmﬁm') . (2.7)

By [14, Lemma 2] we see that if ¢(-) is a positive continuous function defined on R” then
the norm

1/m
nmum=<j|VuW+j cunmm> (2.8)
Q 20
is equivalent to ||| - [||,. The proof of the following lemma is also provided in [14].
Lemma 2.1. (i) If
PN N-p
<r< , N>a>N-r , (2.9)
P N-p p
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then the embedding E < L"(wy, Q) is continuous. If the upper bound for r in the first in-
equality and the lower bound in the second is strict, then the embedding is compact.

(ii) If

p(IN-1) N-p
<m<P"" NsBzN-1-m—ZF, (2.10)
pemsPT=L N> ;
then the embedding E < L™ (wg,0Q) is continuous. If the upper bounds for m are strict, then
the embedding is compact.

It is natural to consider our systems on the space E = E, X E; supplied with the norm

()| pg = llutllip + 1911 (2.11)

We now define the functionals @, I, J : E — R as follows:

D (u,v) :—J [Vu |P+a+lj cl(x)lulp+ﬁij IVVIP+MJ v
P Joa q Ja q Jaa
L a<x>|u|p_ﬁﬂj A=A [ B lul = viP,
p Ja q Ja Q
I(u,v) —j Vu |P+—j I (x)|u|P+’3—“j &Ivls,
q Jao

T(u,v) = %f jﬂ a(x)|ul? + ﬁ;l L}d(qu +L)b(")'”'“+l Iv[B,
(2.12)

In view of (H1)—(H3), the functionals @, I, ] are well defined and continuously differen-
tiable on E. By a weak solution of (1.1) we mean an element (uo,vy) of E which is a critical
point of the functional ®.

The main results of this work are the following theorems.

THEOREM 2.2. Let Q be an unbounded domain in RN, N > 2, with a noncompact and
smooth boundary 0Q). Assume that the hypotheses (H1), (H2), and (H3) hold. Then
(1) System (1.1)—(1.3) admits a positive principal eigenvalue A, given by

M =inf {I(u,v) : J(u,v) = 1}. (2.13)
Each component of the associated normalized eigenfunction (uy,vy) is positive in Q and of
class Cllo’f(Q)for some d € (0,1).
(ii) The set of eigenfunctions corresponding to A, forms a one dimensional manifold E, =
E defined by
Ey = {(cuy, +|c|?”9v;) :c € R\{0}}. (2.14)

Furthermore, a componentwise positive eigenfunction always corresponds to A,.
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THEOREM 2.3. Assume that the hypotheses of Theorem 2.2 hold.

(a) System (1.2)-(1.3) shares the same positive principal eigenvalue A, and the same prop-
erties of the associated eigenfunctions with (1.1)—(1.3).

(b) The set of eigenfunctions corresponding to A, forms a one dimensional manifold E, <
E defined by

Ey = { = (cu,c”9v) : ¢ >0}. (2.15)

(c) Ay is isolated for the system (1.2)-(1.3), in the sense that there exists # > 0 such that
the interval (0,A, + 1) does not contain any other eigenvalue than A,.

3. Existence and regularity

In this section, we prove the existence of a positive principal eigenvalue and the regularity
of the corresponding eigenfunctions for the system (1.1)—(1.3).

Existence. The operators I, ] are continuously Fréchet differentiable, I is coercive on E N
{J(u,v) < const}, J is compact and J'(u,v) = 0 only at (u,v) = 0. So the assumptions
of Theorem 6.3.2 in [3] are fulfilled implying the existence of a principal eigenvalue A,
satisfying

M= inf I(u,v). (3.1)

J(u,v)=1

Moreover, if (11, v;) is a minimizer of (2.13) then (|u; |, |vi]) should be also a minimizer.
Hence, we may assume that there exists an eigenfunction (u,v;) corresponding to A;,
such that u; > 0 and v; = 0, a.e. in Q.

Regularity. We show first that w,u; and w,v; are essentially bounded in Q. To that pur-
pose define up(x) := min{u; (x),M}. It is clear that uf\fﬂ € E,, for k = 0. Multiplying the
first equation of (1.1) by uﬁfﬂ and integrating over Q, we get

J | Vuy |P72Vu1 . V(uﬁf“)dx+f cl(x)uf71u§5+l dx

Q P (3.2)

s/hj a(x)uik““’dxmlj b(x) Vo ko gy,
Q Q

Note that
p-2 kpt1\ 5 p kp 5 _ kp+1 K+l (P
JQ [ Vuy | " Vu, - V(uM )dx— (kp+1))[Q | Vuar | uyp dx = kt 1) JQ | Vus' | " dx,
(3.3)
so since (kp+1)/(k+1)? < 1, then
L} |V | P2V - V(u§5+l>dx+Lch(x)uffluf\fH dx
(3.4)

/p*
kp+1 1 (k+1)p* P
ZC3(1<+1)P(L(Hlxl)P”M i
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due to Lemma 2.1(i) and (2.8). Let t = p(1 — (B+ 1/g*))~!, which is less than p* because
of H(1). Then H(2)(i) and Hélder inequality imply that

(k+1)p J 1 (k+1)p
a(x)u dx <A ——u dx
JQ Oy ! a (1+]x))™ !

(k+1)p
1 u

=A1J — dx

Q (14 xD)™ P (14 |x))P"

1 (t—p)/t i plt
<A 2 d J (k+D)t 4
I(JQ (1+ |x]|)(tar=p*)/(t=p) x) ( Q(1+|x|)Pu1 X
(3.5)

(observe that (ta; — p?)/(t — p) > N by H(2)(i)). Also, because of (H1), we may assume
that

J b(x)v{mulfpmﬂdx < J b(x)vfﬂu(lkﬂ)pdx, (3.6)
Q Q
otherwise we could consider

(3.7)

(x) = min {u; (x),M}, u(x)=>1,
M) = 0, ur(x)<1

as a test function. So

1
J b(x)vfﬂu(lkﬂ)pdstlJ i 1+1u(1k+1)pdx
Q a (1+|x])

+1 k+1
o 0P

= B]J — dx
Q (1+|x|)5(1 (P/t)) (1+|x|)5(.p/t)
(B+1)(t/t—p) (t=p)/t k+1 p/t
J 71/1[; ’ dx J 7M§ o dx
a (1+|x|)s a (1+[x[)

) (t—p)/t . plt
<B J T ax J L ,
\Ja T+ xa ™ ) ( o (1+x)p!

(3.8)
by H(2)(iii). On combining (3.2)—(3.8), we conclude that
V(k+1)
k+1
/(k
sl e = €757 [(kp+1)1/1’] el (3:9)

where C is independent of M and k. We now follow the same steps as in the proof of 8,
Theorem 2] or [5, Lemma 3.2]. Let ky = (p*/t) — L. Since (k1 p+1)/(k; +1)P < 1, we can
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choose k = k; in (3.9) to get
1/(ky+1)
ki +1
k 1
[[4atlly,, 1) < CV 1+1>[(k1p+—1)w} ], pr> (3.10)
while by letting M — oo we obtain that
1/(ki+1)
ki+1
k 1
il o1 =< CV/tka+1) [7(]{11” 1)””] [l pr- (3.11)

Hence, u;, € LkitDp” (wp,Q2). Note that if k > k; then (kp +1)/(k+1)? < 1. Choosing in
(1.1) k = ky with (ky + 1)t = (k; + 1) p*, that is, ko = (p*/t)* — 1, we have

o +1 1/(ky+1)
2
1/P:| ||u1||wp)(k|+])p*- (3.12)

u . < Cl/(k1+l)|:
|| 1||WP>(k2+1)P (k2p+1)

Hence, u; € L*+VP" (w,,Q). Proceeding by induction we arrive at

ko+1 1/(ky+1)
W] [E1 AT (3.13)
n

From (3.10) and (3.13) we conclude that

el r1pe = C1/<kn+1)[

" P 1(ki+1)
el e = €| L |

i=1 +1)
prn RAVC (3.14)

I/
. = ki+1
= CEL V] ( i > wll

i=1 (kiP+1)1/P : IHWP’P

Since (y +1/(yp + DVP)V¥*1 > 1 for y >0, and limy .« (y +1/(yp + 1)V2)/VH = 1,
there exists K > 1 independent of k, such that
< CZ?:l 1/(k,+1)KZ{':1 1/‘/k"+1||u1||

(3.15)

||u1||wp,(k,,+1)p* Wp, p*2

where 1/(k;+1) = (#/p*)  and 1/vk; + 1 = ({/t/p*)'. Letting now n — oo we conclude that
||u1||wp,oo = C||ul||wp)p*) (316)

for some positive constant c. By [8], u; € Cll(;f(Q). Similarly v, € Cllo’f(Q).

Finally, we notice that for the principal eigenvalue, each component of an eigenfunc-
tion is either positive or negative in Q due to the Harnack inequality [8] and if we assume
that u; (x) = 0 for some xo € 9Q then by [19, Theorem 5] we have | Vu; (x0) P72V u; (xo) -
1(xo) < 0, contradicting (1.3). Thus u; >0 (or u; < 0) on Q. Similarly v; >0 (or v; < 0)
on Q.
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4. The eigenfunctions corresponding to A,

In this section, we complete the proof of Theorem 2.2 establishing the simplicity of A;.
More precisely, we show that if (1,v,) is another pair of eigenfunctions corresponding
to A1, then there exists ¢ € R\ {0} such that (u3,v2) = (cuy, =|c|?9v,). To that end, we
employ a technique similar to the one described in [1]. Namely, we will prove that if
(w1, w,) is a positive on Q solution of the problem
—Apu < Aa(x) | ulP2u+Ab(x)|ul* [Py, inQ,
—Agv < Ad(x) |92y + Ab(x) |ul* T v[F 1y, inQ,
IVulP2Vu-n+c(x)|ul’?u=0, onoQ,
IVv][172Vy -+ c(x)|v|T2v =0, onoQ,

(4.1)

for some A >0, and (w},w}) is a positive on Q solution of

—Apu = Aa(x) | ulP2u+Ab(x) lul* v[Fu inQ,
—Agv = Ad(x) V|12 + b () [ul* v[P v inQ,
IVulP2Vu-n+ca(x)|ulP?u=0 onaQ,
IVV[12Vv -+ ca(x)[v|T?v =0 ondQ

(4.2)

then (wy,w5) = (cwy,c”9w;) for a constant ¢ > 0.
Let ¢ € C5°(Q), ¢ >0, then ¢?/(w])P~! € E,. By Picone’s identity [1], we get

’ (Pp ’ 7
0< L)R(%wl) = JQIWPV’ - JQV ((W)p_l) | Vwi [P Vw

1
(PP 7 (Pp 7| P 7
| v |P+J7_AW—J — VW] |’ VW, -
JQ ¢ Q(Wi)pl W1 2 (w))” r |Vl 177

- B QP S p-l N, B
< 1vglr AJQ—(W;)I,_I(W)(WI) +b0 (w)) " (w)* ) "

P
_JBQ( (P)p 1|VW1|pVW1 n

_ ! _ (W{)a 7\ B+l
~ | 1vglP -2 ax -3 bwgr )

Jao( NP 1|VW1| Vw1,

while the boundary conditions imply that

-1 o
_ . (wi)" (wi)
’ IWW AJ ( i ALII?(X)(PP(Wi)”_1 (4.4)

+Lgcl<x>( Tl 0e

()"
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Letting ¢ — w) in E, we obtain

O<J |V, |F - AJ (x)wh — /\Jb wl)“7p+](w§)/3+]+J al)wl. (4.5

0Q

Note also that
L |V |+ J qow! < AJ ! +Aj b(o)we bt (4.6)
On combining (4.5) and (4.6) we get
0= | b (wi A = wk ) o)), (4.7)
Similarly,

OSJQ ( leﬁﬂ ,B+1 9y 1)(x+]>' (4.8)

We can now work as in Theorem 2.7 in [1] to get the desired result.

Returning to our problem, we obtain E; as the set of eigenfunctions corresponding
to Ay, simply by applying the previous result to the case of our system with A = A, and
taking (u,v1) instead of (w;,w,). One has now to combine the fact that the nonnegative
solutions are given by (cu1,c”’9v;), ¢ >0, with the trivial observation that if (u,v) is an
eigenfunction then (—u,v), (4, —v), (—u, —v) are also eigenfunctions.

The same technique can be used for proving that nonnegative solutions in Q cor-
respond only to the first eigenvalue. Assume, for instance, that there exists an eigen-
pair (A*,u,v,) for the problem (1.1) such that A* > Ay, u, > 0 and v, > 0, a.e. in Q.
Then (u1,v1) is a solution of (1.2) with A = A* and (u,,v,) is a solution of (1.3). Then
(u2,v2) = (cuy,c?vy), for some ¢ > 0, which is a contradiction.

5. The second system

In this section, we present the proof of Theorem 2.3.

(a) Since for positive solutions systems (1.1) and (1.2) coincide, we deduce that (A, u,,
v1) is also an eigenpair for the system (1.2). Assume that there exists another nontrivial
eigenpair (Ay,us,vs) of (1.2), such that 0 < A4 < A;. Then the following equality must be
satisfied

)L*:{(“*i’v*)

](u*a‘/*)’ (5.1)

with J(ux,v) >0, where (-, -) is defined by

f(u,v)zaTTlJ’Qa(x)lulp+/3+1J A0y |q+J b)lullvBuy.  (5.2)
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Note that J(-,-) is also compact. From (5.1) we also have that

I(u*,V*)](U*)V*) I(u*,V*)
*x = = = 5 53
A T (s ve) T(ttarve) = J (1t v) (5.3)

since
](u*)V*)
——2>1 54
](u*yv*) ( )
Normalizing (u, v« ) by setting
u* =: S L2 V¥ = [« | (5.5)
U (uv:)]"? U (w1
we get that
I(ts,vs)
I(u*v*) = ————=, 5.6
(u Y ) ](“*:V*) (5.6)
J(u*,v*) =1. (5.7)
From relations (5.3)—(5.7) we conclude that
e, ve) o
Ay > ]7(%)1/*) =I(u*,v*) = Ay, (5.8)

a contradiction.

(b) Let (u,v) be an eigenfunction of (1.2) corresponding to A;. If uv > 0 a.e., then the
right-hand sides of (1.1) and (1.2) are equal, so (#,v) is an eigenfunction of (1.1), and we
are done. On the other hand we cannot have uv < 0 on a set of positive measure, because
then

_ I(u,v) . I(u,v)
CJwv) T J(uv)

1 A, (5.9)

a contradiction.

(c) Suppose that there exists a sequence of eigenpairs (A, Uy, vy,) of (1.2) with A, — A;.
By the variational characterization of A; we know that A,, = A;. So we may assume that
An € (A1,A1 + 1) for each n € N. Furthermore, without loss of generality, we may assume
that || (¢,,vs)|l = 1, for all n € N. Hence, there exists (i1, 7) € E such that (u,,v,) — (&I, 7).
The simplicity of A, implies that (i1,7) = (uy,v1) or (it,7) = (—uy,—v1). Let us suppose
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that (u,,v,) — (u1,v1) in E. For any two pairs of eigenfunctions (u4,,vy), (thp, Vi), multi-
plying the first equation by u, — u,, and integrating by parts we derive

J (|Vu,,|p72Vu,,— |Vum|P72Vum)(Vun—Vum)dx
Q
+J 1) (Tt | * 2t — |t |1t ) (1t — ) dix
20
:)LnI a(x)(|u,,|P_2unf |um|P_2um)(un7um)dx
Q
+AnJ b(x)(|un|a|vn|ﬁvn— |um|a|vm|ﬁvm)(u,,—um)dx
Q

+ (A= Am) [L}a(x) 7 |P_2um(un — ) dx + L} b(x) |t || Vi |’vadx].
(5.10)

From the second equation we similarly derive
J <| an|q72an — | V| q72va> (Vv, — Vvp)dx
Q

+J ) ([T = [V | *vm) (v — Vi) dx

0
- A"J d(x)( 1va | T %00 = V| q_zvm) (Vi — Vi) dx

0

+AnJ b(x)<|un|“|vn|ﬁun— |um|“|vm|ﬂum)(vn—vm)dx

o

+ (A —2Am) [Jga(x) [ Vi | q_zvm(vn — V) dx+ Jﬂb(x) [t | “ | Vi |ﬁumdx].
(5.11)

From (5.10) and (5.11), by using the compactness of the operator J and the monotonicity
of the p-Laplacian operator [6], we obtain

J |Vun|pdx—>J |V, |Pdx,
o @ (5.12)
J |an|qu—>J | Vv, | Tdx.
) )

Exploiting the strict convexity of E, and E, we get that (u,,v,) — (u1,v1) in E. For a fixed
n € N and for every (¢,y) € E we have

J | Vu, |P_2Vunv¢dx+J cl(x)|un|P_2un¢dx
Q a0

:)L,,J a(x)|un|P_2un¢dx+/1nJ b(x)|u,,|“|vn|ﬁvn¢dx,

@ @ (5.13)
J |an|472anV1//dx+J‘ c1(x) [ v |? vy dx
Q 20

- )Lnj d(x) | vy |q72vn1//dx+)th( b(x) ||| v |P iy dix,
o o
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LetU, =: {x € Q:u,(x)<0} and V', =:{x € Q: v,(x) < 0}. By (c) we must have m(Q;) >
0, with Q,, =U; UY,. Denoting by u,, = min{0,u,} and v, = min{0,v,} and choosing
¢ = u;, and v = v, it follows that

Vu |Pdx+ c1(x)|u, |Pdx
n n
U, oQNU;;

—AJ x) |u, |pdx+AJ b(x)|u, |* |vn| u, vudx,
(5.14)
J |Vv;|qu+J cr(x) v, |1dx
V; 00,

n n

=MJ d(x)|v,j|qu+)tnj b(x)|un|a|v;|ﬁunv;dx.
Vi Vi

Since the products u,, v} and u}v, are negative, from the above system of equations we
obtain

J |Vu;|de+J cr(x) | u; |Pdx
a; 90N ;5

n

SA”J’ a(x)|u;|pdx+/1nJ’ b(x)|u,‘,|a|v;|ﬁu;v;dx,
a; a;

J | Vv, |qu+J o (x) | v, |Tdx
T, NV,

n

(5.15)

sAnJ d(x)|v, |qu+AnJ b(x) |u; | % vy [P vy dx.
Vv, Vs
From Hoélder and Young inequalities we derive that

[ bl 11y P

sy

1 I ST .
sBJ — d
1 - (1+|x|)5 |un| |Vn| U, v, ax

n

1 _qatl B+l
B d
1 o (1+|x|) |un| |Vn| X

L e J 1Ly
SC3<Luﬂ(1+|x|)5|u”| et 6u;(1+|x|)s|v"| dx>'

(5.16)

Thus
oty |17, < ea 1) [ et 1y + 1195 s |- (5.17)

Similarly,

lvallfp = es O+ [1Ia Waguivsy + s vy |- (5.18)
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For r > 0 let B, denote the open ball with radius r centered at 0 € R". For ¢ >0 let 7. >0
be such that

||u;||11),p <ci(M+n) <||u;||€P(wS,OIL;mB,E) + ||V;||Iqﬂ(ws,m;m3,s) +8>’ (5.19)

||V;||?,q <cs(hi+1) (||V;||zq(ws,“v;m3,£) + H”ZH{P(M,VWBQ) +5>-

Let 0 < § < min{p* — p,q* — q} and suppose that y; € (N(p* —p—38)/p*,s— (N —
p)(6/p)) and y, € (N(g* —q—6)/q*,s — (N — q)(6/q)). Lemma 2.1 implies that E, <
LPPY/ P (e, Q) and E; © L9979 (e, Q), where { = (s—y1)p*/(p+6) and {
(s —y2)q*/(q+ ). Applying once again the Holder inequality we derive that

||“n|| P 0 + x 1
L (WS,MnﬁB Ou. QB | | y1p /P —p- é)

(p+0)/p*

1 PP /(p+)
5.20
X( g, (1+ |x])Ep TS | | dx (5.20)
1 (p*—p-6)/p*
—1p
SCG( ai; B, (1+ |x|)yp*/(p*=p- 8)d ) HunHl,p’

(note that y; p*/(p* — p— &) > N). A similar inequality also holds for v, :

(5.21)

(4" -q-0)/q"
: dx) v,

—119
v H”(W“%”B'f) = C7(Jm;m3,£ (1+ |x|)ra*/@"=a-9) " ”1 7

Combining (5.19), (5.20), and (5.21) we get

[|u g€

n||1p

(p*-p=0)/p
<o s a1
-7 aL; NBy, (14 |x]|)np*/(p*=p=9) nll,p
(9" -q-0)/q
renf | o
0 ai; B, (1+|x])r=9/(4"=4-9)

1
1P -114
Scll[||un||l,p+||vn||1,q]{(JoumBr (1+|x|)y1p*/(p*—p—6)dx

(q*—q-8)/9*
+ J ! dx
ai; g, (1+ |x])r24/@"~a-9)

(5.22)

) (p*—p—0)/p*
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Similarly,

Ivall, = ciae

1 (p*=p=06)/p*
—p —1a
=< C13[||un ||1,p + ||Vn ||1,q] { (,Lfnt,£ (1 + |x|))’1q*/(p*7p75) dx)
(q*—q-0)/q*
+ ! dx
V:nB, 1+ |x|)y2q*/(q*7q—6)
(5.23)
We can now add inequalities (5.22), (5.23) to get
(p*=p=0)/p*
1-¢ <¢ J ! dx
= Cu4 U B, (1+ |x|)y1p*/(p*,p75)
] (q*—q-9)/q* (5.24)
”15(}%03& (L+ |x)ra a9 dx) :
By taking ¢ sufficiently small we see that
m(Q, NB,.) >cis >0, (5.25)

where the constant ¢y is independent of A, and u,. Since u, — u; in E, and v, — v; in
Eg, we have that u, — 1y in LP" (w;,Q) and v, — v in L9 (w,, Q). Consequently, u,, — u;
in L?" (w1, Bk (0)) and v, — v; in LT (w,, Bk (0)). By Egorov’s theorem we conclude that
Uy (x) (v4(x)) converges uniformly to u;(x) (resp., v1(x)) on B, (0) with the exception of a
set with arbitrarily small measure. But this contradicts (5.25) and the conclusion follows.
The proof is complete.
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