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1. Definitions and auxiliary results

Difference equations with continuous time are popular enough with researches [1–8].
Volterra equations are undoubtedly also very important for both theory and applications
[3, 8–12]. Sufficient conditions for mean square summability of solutions of linear sto-
chastic difference second-kind Volterra equations were obtained by authors in [10] (for
difference equations with discrete time) and [8] (for difference equations with continuous
time). Here the conditions from [8, 10] are generalized for nonlinear stochastic difference
second-kind Volterra equations with continuous time. All results are obtained by general
method of Lyapunov functionals construction proposed by Kolmanovskiı̆ and Shaikhet
[8, 13–21].

Let {Ω,F,P} be a probability space and let {Ft, t ≥ t0} be a nondecreasing family of
sub-σ-algebras of F, that is, Ft1 ⊂ Ft2 for t1 < t2, let H be a space of Ft-adapted functions
x with values x(t) in Rn for t ≥ t0 and the norm ‖x‖2 = supt≥t0 E|x(t)|2.

Consider the stochastic difference second-kind Volterra equation with continuous
time:

x
(
t+h0

)= η
(
t+h0

)
+F

(
t,x(t),x

(
t−h1

)
,x
(
t−h2

)
, . . .

)
, t > t0−h0, (1.1)
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and the initial condition for this equation:

x(θ)= φ(θ), θ ∈Θ=
[
t0−h0−max

j≥1
hj , t0

]
. (1.2)

Here η ∈H , h0,h1, . . . are positive constants, φ is an Ft0 -adapted function for θ ∈Θ, such
that ‖φ‖2

0 = supθ∈Θ E|φ(θ)|2 <∞, the functional F with values in Rn satisfies the condi-
tion

∣
∣F
(
t,x0,x1,x2, . . .

)∣∣2 ≤
∞∑

j=0

aj

∣
∣xj

∣
∣2

, A=
∞∑

j=0

aj <∞. (1.3)

A solution x of problem (1.1)-(1.2) is an Ft-adapted process x(t)= x(t; t0,φ), which is
equal to the initial function φ from (1.2) for t ≤ t0 and with probability 1 defined by (1.1)
for t > t0.

Definition 1.1. A function x from H is called
(i) uniformly mean square bounded if ‖x‖2 <∞;

(ii) asymptotically mean square trivial if

lim
t→∞E

∣
∣x(t)

∣
∣2 = 0; (1.4)

(iii) asymptotically mean square quasitrivial if for each t ≥ t0,

lim
j→∞

E
∣
∣x
(
t+ jh0

)∣∣2 = 0; (1.5)

(iv) uniformly mean square summable if

sup
t≥t0

∞∑

j=0

E
∣
∣x
(
t+ jh0

)∣∣2
<∞; (1.6)

(v) mean square integrable if

∫∞

t0
E
∣
∣x(t)

∣
∣2
dt <∞. (1.7)

Remark 1.2. It is easy to see that if the function x is uniformly mean square summable,
then it is uniformly mean square bounded and asymptotically mean square quasitrivial.

Remark 1.3. It is evidently that condition (1.5) follows from (1.4), but the inverse state-
tent is not true.
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Together with (1.1), we will consider the auxiliary difference equation

x
(
t+h0

)= F
(
t,x(t),x

(
t−h1

)
,x
(
t−h2

)
, . . .), t > t0−h0, (1.8)

with initial condition (1.2) and the functional F, satisfying condition (1.3).

Definition 1.4. The trivial solution of (1.8) is called
(i) mean square stable if for any ε > 0 and t0 ≥ 0, there exists a δ = δ(ε, t0) > 0 such

that ‖x(t)‖2 < ε for all t ≥ t0 if ‖φ‖2
0 < δ;

(ii) asymptotically mean square stable if it is mean square stable and for each initial
function φ, condition (1.4) holds;

(iii) asymptotically mean square quasistable if it is mean square stable and for each
initial function φ and each t ∈ [t0, t0 +h0), condition (1.5) holds.

Below some auxiliary results are cited from [8].

Theorem 1.5. Let the process η in (1.1) be uniformly mean square summable and there exist
a nonnegative functional V(t)= V(t,x(t),x(t− h1),x(t− h2), . . .), positive numbers c1, c2,
and nonnegative function γ : [t0,∞)→R, such that

γ̂ = sup
s∈[t0,t0+h0)

∞∑

j=0

γ
(
s+ jh0

)
<∞, (1.9)

EV(t)≤ c1 sup
s≤t

E
∣
∣x(s)

∣
∣2

, t ∈ [t0, t0 +h0
)
, (1.10)

EΔV(t)≤−c2E
∣
∣x(t)

∣
∣2

+ γ(t), t ≥ t0, (1.11)

where ΔV(t)=V(t+h0)−V(t). Then the solution of (1.1)-(1.2) is uniformly mean square
summable.

Remark 1.6. Replace condition (1.9) in Theorem 1.5 by condition

∫∞

t0
γ(t)dt <∞. (1.12)

Then the solution of (1.1) for each initial function (1.2) is mean square integrable.

Remark 1.7. If for (1.8) there exist a nonnegative functional V(t) = V(t,x(t),x(t− h1),
x(t− h2), . . .), and positive numbers c1, c2 such that conditions (1.10) and (1.11) (with
γ(t)≡ 0) hold, then the trivial solution of (1.8) is asymptotically mean square quasistable.

2. Nonlinear Volterra equation with small nonlinearity:
conditions of mean square summability

Consider scalar nonlinear stochastic difference Volterra equation in the form

x(t+ 1)= η(t+ 1) +
[t]+r∑

j=0

ajg
(
x(t− j)

)
, t >−1,

x(s)= φ(s), s∈ [− (r + 1),0
]
.

(2.1)
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Here r ≥ 0 is a given integer, aj are known constants, the process η is uniformly mean
square summable, the function g :R→R satisfies the condition

∣
∣g(x)− x

∣
∣≤ ν|x|, ν≥ 0. (2.2)

Below in Theorems 2.1, 2.7, new sufficient conditions for uniform mean square
summability of solution of (2.1) are obtained. Similar results for linear equations of type
(2.1) were obtained by authors in [8, 10].

2.1. First summability condition. To get condition of mean square summability for
(2.1), consider the matrices

A=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 1 0 ··· 0 0
0 0 1 ··· 0 0
...

...
...

...
...

...

0 0 0 ··· 0 1
ak ak−1 ak−2 ··· a1 a0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, U =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 ··· 0 0
0 ··· 0 0
...

...
...

...

0 ··· 0 0
0 ··· 0 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(2.3)

of dimension of k+ 1, k ≥ 0, and the matrix equation

A′DA−D =−U , (2.4)

with the solution D that is a symmetric matrix of dimension k + 1 with the elements di j .
Put also

αl =
∞∑

j=l

∣
∣aj

∣
∣, l = 0, . . . ,k+ 1, βk =

∣
∣ak

∣
∣+

k−1∑

m=0

∣
∣
∣
∣am +

dk−m,k+1

dk+1,k+1

∣
∣
∣
∣,

Ak = βk +
1
2
αk+1, Sk = d−1

k+1,k+1−α2
k+1− 2βkαk+1.

(2.5)

Theorem 2.1. Suppose that for some k ≥ 0, the solution D of (2.4) is a positive semidefinite
symmetric matrix such that the condition dk+1,k+1 > 0 holds. If besides of that

α2
k+1 + 2βkαk+1 < d−1

k+1,k+1, (2.6)

ν <
1
α0

(√
A2
k + Sk −Ak

)
, (2.7)

then the solution of (2.1) is uniformly mean square summable.

(For the proof of Theorem 2.1, see Appendix A.)



B. Paternoster and L. Shaikhet 5

Remark 2.2. Condition (2.6) can be represented also in the form

αk+1 <
√
β2
k +d−1

k+1,k+1−βk. (2.8)

Remark 2.3. Suppose that in (2.1), aj = 0 for j > k. Then αk+1 = 0. So, if matrix equation
(2.4) has a positive semidefinite solution D with dk+1,k+1 > 0 and ν is small enough to
satisfy the inequality

ν <
1
α0

(√
β2
k +d−1

k+1,k+1−βk
)

, (2.9)

then the solution of (2.1) is uniformly mean square summable.

Remark 2.4. Suppose that the function g in (2.1) satisfies the condition

∣
∣g(x)− cx

∣
∣≤ ν|x|, (2.10)

where c is an arbitrary real number. Despite the fact that condition (2.10) is a more gen-
eral one than (2.2), it can be used in Theorem 2.1 instead of (2.2). Really, if in (2.10)
c �= 0, then instead of aj and g in (2.1), one can use â j = ajc and ĝ = c−1g. The function
ĝ satisfies condition (2.2) with ν̂= |c−1|ν, that is, |ĝ(x)− x| ≤ ν̂|x|. In the case c = 0, the
proof of Theorem 2.1 can be corrected by evident way (see Appendix A).

Remark 2.5. If inequalities (2.7), (2.8) hold and process η in (2.1) satisfies condition
(1.12), then the solution of (2.1) is mean square integrable.

Remark 2.6. From Remark 1.7, it follows that if inequalities (2.7), (2.8) hold, then the
trivial solution of (2.1) with η(t)≡ 0 is asymptotically mean square quasistable.

2.2. Second summability condition. Put

α=
∞∑

j=1

∣
∣
∣
∣
∣

∞∑

m=0

am

∣
∣
∣
∣
∣, β =

∞∑

j=0

aj , (2.11)

A= α+
1
2
|β|, B = α

(|β|−β
)
, S= (1−β)(1 +β− 2α) > 0. (2.12)

Theorem 2.7. Suppose that

β2 + 2α(1−β) < 1, (2.13)

ν <
1

2|β|A
(√

(A+B)2 + 2|β|AS− (A+B)
)
. (2.14)

Then the solution of (2.1) is uniformly mean square summable.

(For the proof of Theorem 2.7, see Appendix B.)

Remark 2.8. Condition (2.13) can be written also in the form |β| < 1, 1 +β > 2α.
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Figure 3.1. Regions of uniformly mean square summability for (3.1).

3. Examples

Example 3.1. Consider the difference equation

x(t+ 1)= η(t+ 1) + ag
(
x(t)

)
+ bg

(
x(t− 1)

)
, t >−1,

x(θ)= φ(θ), θ ∈ [−2,0],
(3.1)

with the function g defined as follows: g(x)= c1x+ c2 sinx, c1 �= 0, c2 �= 0. It is easy to see
that the function g satisfies condition (2.10) with c = c1 and ν= |c2|. Via Remark 2.4 and
(2.5), (2.6) for (3.1) in the case k = 0, we have α0 = |c1|(|a|+ |b|), α1 = |c1b|, β0 = |c1a|.
Matrix equation (2.4) by the condition |c1a| < 1 gives d−1

11 = 1− c2
1a

2 > 0.
So, conditions (2.7), (2.8) via ν̂= |c−1

1 c2| take the form

|a|+ |b| < 1
∣
∣c1
∣
∣ ,

∣
∣c2
∣
∣ <

∣
∣c1
∣
∣

√
c−2

1 −|ab|− (3/4)b2−|a|− (1/2)|b|
|a|+ |b| . (3.2)

In the case k = 1, we have α0 = |c1|(|a|+ |b|), α1 = |c1b|, α2 = 0. Besides (see [19]),

β1 =
∣
∣c1
∣
∣
(
|b|+

|a|
1− c1b

)
, d−1

22 = 1− c2
1b

2− c2
1a

2 1 + c1b

1− c1b
(3.3)

and d22 is a positive one by the conditions |c1b| < 1, |c1a| < 1− c1b.
Condition (2.8) trivially holds and condition (2.7) via ν̂= |c−1

1 c2| takes the form

∣
∣c2
∣
∣ <

(
1−∣∣c1b

∣
∣)(1−∣∣c1a

∣
∣/1− c1b

)

|a|+ |b| . (3.4)

On Figure 3.1, the regions of uniformly mean square summability for (3.1) are shown,
obtained by virtue of conditions (3.2) (the green curves) and (3.4) (the red curves) for
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c1 = 0.5 and different values of c2: (1) c2 = 0, (2) c2 = 0.2, (3) c2 = 0.4. On the figure,
one can see that for c2 = 0, condition (3.4) is better than (3.2) but for positive c2, both
conditions add to each other. Note also that for negative c1, condition (3.4) gives a region
that is symmetric about the axis a.

Example 3.2. Consider the difference equation

x(t+ 1)= η(t+ 1) + ag
(
x(t)

)
+

[t]+r∑

j=1

bjg
(
x(t− j)

)
, t >−1,

x(θ)= φ(θ), θ ∈ [−(r + 1),0], r ≥ 0,

(3.5)

with the function g that satisfies the condition |g(x)− c1x| ≤ c2|x|, c1 �= 0, c2 > 0.
In accordance with Remark 2.4, we will consider the parameters c1a and c1bj instead

of a and bj . Via (2.11) by assumption |b| < 1, we obtain

α=
∞∑

j=1

∣
∣
∣
∣
∣

∞∑

m= j

c1b
m

∣
∣
∣
∣
∣=

∣
∣c1
∣
∣α̂, α̂= |b|

(1− b)
(
1−|b|) ,

β = c1β̂, β̂ = a+
b

1− b
.

(3.6)

Following (2.12), put also A = |c1|Â, Â = α̂ + (1/2)|β̂|, B = c2
1B̂, B̂ = α̂β̂(1− sign (β)),

S= (1− c1β̂)(1 + c1β̂− 2|c1|α̂). Then condition (2.14) takes the form

c2 <

√(
Â+

∣
∣c1
∣
∣B̂
)2

+ 2|β̂|ÂS− (Â+
∣
∣c1
∣
∣B̂
)

2|β̂|Â
. (3.7)

To obtain another condition for uniformly mean square summability of the solution
of (3.5), transform the sum from (3.5) for t > 0 in the following way:

[t]+r∑

j=1

bjg
(
x(t− j)

)= b
[t]+r∑

j=1

bj−1g
(
x(t− j)

)

= b

(

g
(
x(t− 1)

)
+

[t]−1+r∑

j=1

bjg
(
x(t− 1− j)

)
)

= b
[
(1− a)g

(
x(t− 1)

)
+ x(t)−η(t)

]
.

(3.8)

Substituting (3.8) into (3.5), we transform (3.5) to the equivalent form

x(t+ 1)= η(t+ 1) + ag
(
φ(t)

)
+

r−1∑

j=1

bjg
(
φ(t− j)

)
, t ∈ (−1,0],

x(t+ 1)= η̂(t+ 1) + ag
(
x(t)

)
+ bx(t) + b(1− a)g

(
x(t− 1)

)
, t > 0,

η̂(t+ 1)= η(t+ 1)− bη(t).

(3.9)
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Figure 3.2. Regions of uniformly mean square summability given by conditions (3.7) and (3.10).

Using representation (3.9) of (3.5) without the assumption |b| < 1, one can show (see
Appendix C) that by conditions |c1b(1− a)| < 1, |c1a+ b| < 1− c1b(1− a) and

c2 <

(
1−∣∣c1b(1− a)

∣
∣)(1−∣∣c1a+ b

∣
∣/
(
1− c1b(1− a)

))

|a|+
∣
∣b(1− a)

∣
∣ , (3.10)

the solution of (3.5) is uniformly mean square summable.

Regions of uniformly mean square summability given by conditions (3.7) (the green
curves), (3.10) (the red curves) are shown on Figure 3.2 for c1 = 1 and different values of
c2: (1) c2 = 0, (2) c2 = 0.2, (3) c2 = 0.6. On the figure, one can see that for c2 = 0, condition
(3.10) is better than (3.7), but for other values of c2, both conditions add to each other.
For negative c1, condition (3.10) gives a region that is symmetric about the axis a.

Appendices

A. Proof of Theorem 2.1

In the linear case (g(x)= x), this result is obtained in [19]. So, here we will stress only the
features of nonlinear case.

Suppose that for some k ≥ 0, the solution D of (2.4) is a positive semidefinite symmet-
ric matrix of dimension k + 1 with the elements di j such that the condition dk+1,k+1 > 0
holds. Following the general method of Lyapunov functionals construction (GMLFC)
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[8, 13–21] represents (2.1) in the form

x(t+ 1)= η(t+ 1) +F1(t) +F2(t), (A.1)

where

F1(t)=
k∑

j=0

ajx(t− j), F2(t)=
[t]+r∑

j=k+1

ajx(t− j) +
[t]+r∑

j=0

aj
[
g
(
x(t− j)

)− x(t− j)
]
.

(A.2)

We will construct the Lyapunov functional V for (A.1) in the form V = V1 +V2, where
V1(t)= X ′(t)DX(t), X(t)= (x(t− k), . . . ,x(t− 1),x(t))′.

Calculating and estimating EΔV1(t) for (A.1) in the form X(t + 1) = AX(t) + B(t),
where A is defined by (2.3), B(t)= (0, . . . ,0,b(t))′, b(t)= η(t + 1) +F2(t), similar to [19],
one can show that

EΔV1(t)≤−Ex2(t) +dk+1,k+1

[
(
1 +μ

(
1 +βk

))
Eη2(t+ 1)

+
(
βk +

(
1 +μ−1)(να0 +αk+1

)) [t]+r∑

j=0

f ν
k jEx

2(t− j)

+
(
μ−1 + να0 +αk+1

) k∑

m=0

∣
∣Qkm

∣
∣Ex2(t−m)

]

,

(A.3)

where μ > 0,

f ν
k j =

⎧
⎨

⎩
ν
∣
∣aj

∣
∣, 0≤ j ≤ k,

(1 + ν)
∣
∣aj

∣
∣, j > k,

Qkm = am +
dk−m,k+1

dk+1,k+1
, m= 0, . . . ,k− 1, Qkk = ak.

(A.4)

Put now γ(t)= dk+1,k+1(1 +μ(1 +βk))Eη2(t+ 1),

Rkm =
⎧
⎨

⎩

(
μ−1 + να0 +αk+1

)∣∣Qkm

∣
∣+ ν

(
βk +

(
1 +μ−1

)(
να0 +αk+1

))∣∣am
∣
∣, 0≤m≤ k,

(1 + ν)
(
βk +

(
1 +μ−1

)(
να0 +αk+1

))∣∣am
∣
∣, m> k.

(A.5)

Then (A.3) takes the form

EΔV1(t)≤−Ex2(t) + γ(t) +dk+1,k+1

[t]+r∑

m=0

RkmEx2(t−m). (A.6)



10 Advances in Difference Equations

Following GMLFC, choose the functional V2 as follows:

V2(t)= dk+1,k+1

[t]+r∑

m=1

qmx
2(t−m), qm =

∞∑

j=m
Rk j , m= 0,1, . . . , (A.7)

and for the functional V =V1 +V2, we obtain

EΔV(t)≤−(1− q0dk+1,k+1
)

Ex2(t) + γ(t). (A.8)

Since the process η is uniformly mean square summable, then the function γ satisfies
condition (1.9). So if

q0dk+1,k+1 < 1, (A.9)

then the functional V satisfies condition (1.11) of Theorem 1.5. It is easy to check that
condition (1.10) holds too. So if condition (A.9) holds, then the solution of (2.1) is uni-
formly mean square summable.

Via (A.7), (A.5), (2.5), we have

q0 = α2
k+1 + 2βkαk+1 + ν2α2

0 +
(
2βk +αk+1

)
να0 +μ−1(βk +

(
να0 +αk+1

)2)
. (A.10)

Thus, if

α2
k+1 + 2βkαk+1 + ν2α2

0 +
(
2βk +αk+1

)
να0 < d−1

k+1,k+1, (A.11)

then there exists a big μ > 0 so that condition (A.9) holds, and therefore the solution of
(2.1) is uniformly mean square summable. It is easy to see that (A.11) is equivalent to
conditions of Theorem 2.1.

B. Proof of Theorem 2.7

Represent now (2.1) as follows:

x(t+ 1)= η(t+ 1) +F1(t) +F2(t) +ΔF3(t), (B.1)

where F1(t)= βx(t), F2 = β(g(x)− x), β is defined by (2.11),

F3(t)=−
[t]+r∑

m=1

Bmg
(
x(t−m)

)
, Bm =

∞∑

j=m
aj , m= 0,1, . . . . (B.2)

Following GMLFC, we will construct the Lyapunov functional V for (2.1) in the form
V = V1 +V2, where V1(t)= (x(t)−F3(t))2. Calculating and estimating EΔV1(t) via rep-
resentation (B.1), similar to [8] we obtain

EΔV1(t)≤ [1 +μ(1 + ν)
(
α+ |β|)]Eη2(t+ 1) + λν

[t]+r∑

m=1

∣
∣Bm

∣
∣Ex2(t−m)

+
[
β2− 1 +α(1 + ν)

(|β− 1|+
(
ν +μ−1)|β|)+ ν|β|+ ν2β2]Ex2(t),

(B.3)
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where μ > 0, α is defined by (2.11), λν = (1 + ν)(|β− 1|+ ν|β|+ μ−1). Choosing V2 in the
form

V2(t)= λν

[t]+r∑

m=1

αmx
2(t−m), αm =

∞∑

j=m

∣
∣Bj

∣
∣, m= 1,2, . . . , (B.4)

for the functional V =V1 +V2, similar to [8] we have

EΔV(t)≤ [1 +μ(1 + ν)
(
α+ |β|)]Eη2(t+ 1)

+
[
β2− 1 + 2α(1 + ν)

(|β− 1|+ ν|β|)

+ ν|β|+ ν2β2 +μ−1α(1 + ν)
(
1 + |β|)]Ex2(t).

(B.5)

Thus, if

β2 + 2α(1 + ν)
(|β− 1|+ ν|β|)+ ν|β|+ ν2β2 < 1, (B.6)

then there exists a big μ > 0 so that the functional V satisfies the conditions of Theorem
1.5, and therefore, the solution of (2.1) is uniformly mean square summable. It is easy to
check that (B.6) is equivalent to conditions of Theorem 2.7.

C. Proof of condition (3.10)

Following GMLFC, represent (3.9) in the form

x(t+ 1)= η̂(t+ 1) + F̂1(t) + F̂2(t), (C.1)

where F̂1(t)= â0x(t) + â1x(t− 1), F̂2(t)= a0ĝ(x(t)) + a1ĝ(x(t− 1)), a0 = a, a1 = b(1− a),
â0 = c1a+ b, â1 = c1a1, ĝ(x)= g(x)− c1x. Using system (C.1) as X(t + 1)= ÂX(t) + B̂(t),
where

X(t)=
(
x(t− 1)
x(t)

)

, Â=
(

0 1
â1 â0

)

, B̂ =
(

0
η̂(t+ 1) + F̂2(t)

)

, (C.2)

one has to repeat the proof of Theorem 2.1. Equation (2.4) with the matrix A= Â by the
conditions |â1| < 1, |â0| < 1− â1 has a positive semidefinite solution D̂ such that

d̂−1
22 = 1− â2

1− â2
0

1 + â1

1− â1
> 0. (C.3)

Since for (3.9) α2 = 0, then similar to (A.11) we obtain c2
2α

2
0 + 2β̂1c2α0 < d̂−1

22 , where

α0 =
∣
∣a0

∣
∣+

∣
∣a1

∣
∣= |a|+

∣
∣b(1− a)

∣
∣, β̂1 =

∣
∣â1

∣
∣+

∣
∣â0

∣
∣

1− â1
=∣∣c1b(1− a)

∣
∣+

∣
∣c1a+ b

∣
∣

c1b(1− a)
.

(C.4)

Via (2.9) and Remark 2.3, this condition is equivalent to (3.10).
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[5] H. Péics, “Representation of solutions of difference equations with continuous time,” in Pro-
ceedings of the 6th Colloquium on the Qualitative Theory of Differential Equations (Szeged, 1999),
vol. 21 of Proc. Colloq. Qual. Theory Differ. Equ., pp. 1–8, Electronic Journal of Qualitative The-
ory of Differential Equations, Szeged, Hungary, 2000.

[6] G. P. Pelyukh, “Representation of solutions of difference equations with a continuous argument,”
Differentsial’nye Uravneniya, vol. 32, no. 2, pp. 256–264, 1996, translation in Differential Equa-
tions, vol. 32, no. 2, pp. 260–268, 1996.

[7] Ch. G. Philos and I. K. Purnaras, “An asymptotic result for some delay difference equations with
continuous variable,” Advances in Difference Equations, vol. 2004, no. 1, pp. 1–10, 2004.

[8] L. Shaikhet, “Lyapunov functionals construction for stochastic difference second-kind Volterra
equations with continuous time,” Advances in Difference Equations, vol. 2004, no. 1, pp. 67–91,
2004.

[9] V. B. Kolmanovskiı̆, “On the stability of some discrete-time Volterra equations,” Journal of Ap-
plied Mathematics and Mechanics, vol. 63, no. 4, pp. 537–543, 1999.

[10] B. Paternoster and L. Shaikhet, “Application of the general method of Lyapunov functionals
construction for difference Volterra equations,” Computers & Mathematics with Applications,
vol. 47, no. 8-9, pp. 1165–1176, 2004.

[11] L. Shaikhet and J. A. Roberts, “Reliability of difference analogues to preserve stability properties
of stochastic Volterra integro-differential equations,” Advances in Difference Equations, vol. 2006,
Article ID 73897, 22 pages, 2006.

[12] V. Volterra, Lesons sur la theorie mathematique de la lutte pour la vie, Gauthier-Villars, Paris,
France, 1931.

[13] V. B. Kolmanovskiı̆ and L. Shaikhet, “New results in stability theory for stochastic functional-
differential equations (SFDEs) and their applications,” in Proceedings of Dynamic Systems and
Applications, Vol. 1 (Atlanta, GA, 1993), pp. 167–171, Dynamic, Atlanta, Ga, USA, 1994.

[14] V. B. Kolmanovskiı̆ and L. Shaikhet, “General method of Lyapunov functionals construction for
stability investigation of stochastic difference equations,” in Dynamical Systems and Applications,
vol. 4 of World Sci. Ser. Appl. Anal., pp. 397–439, World Scientific, River Edge, NJ, USA, 1995.

[15] V. B. Kolmanovskiı̆ and L. Shaikhet, “A method for constructing Lyapunov functionals for sto-
chastic differential equations of neutral type,” Differentsial’nye Uravneniya, vol. 31, no. 11, pp.
1851–1857, 1941, 1995, translation in Differential Equations, vol. 31, no. 11, pp. 1819–1825
(1996), 1995.

[16] V. B. Kolmanovskiı̆ and L. Shaikhet, “Some peculiarities of the general method of Lyapunov
functionals construction,” Applied Mathematics Letters, vol. 15, no. 3, pp. 355–360, 2002.

[17] V. B. Kolmanovskiı̆ and L. Shaikhet, “Construction of Lyapunov functionals for stochastic hered-
itary systems: a survey of some recent results,” Mathematical and Computer Modelling, vol. 36,
no. 6, pp. 691–716, 2002.



B. Paternoster and L. Shaikhet 13

[18] V. B. Kolmanovskiı̆ and L. Shaikhet, “About one application of the general method of Lyapunov
functionals construction,” International Journal of Robust and Nonlinear Control, vol. 13, no. 9,
pp. 805–818, 2003, special issue on Time-delay systems.

[19] L. Shaikhet, “Stability in probability of nonlinear stochastic hereditary systems,” Dynamic Sys-
tems and Applications, vol. 4, no. 2, pp. 199–204, 1995.

[20] L. Shaikhet, “Modern state and development perspectives of Lyapunov functionals method in
the stability theory of stochastic hereditary systems,” Theory of Stochastic Processes, vol. 18, no. 1-
2, pp. 248–259, 1996.

[21] L. Shaikhet, “Necessary and sufficient conditions of asymptotic mean square stability for sto-
chastic linear difference equations,” Applied Mathematics Letters, vol. 10, no. 3, pp. 111–115,
1997.

Beatrice Paternoster: Dipartimento di Matematica e Informatica, Universita di Salerno,
84084 Fisciano (Sa), Italy
Email address: beapat@unisa.it

Leonid Shaikhet: Department of Higher Mathematics, Donetsk State University of Management,
Chelyuskintsev 163-a, 83015 Donetsk, Ukraine
Email addresses: leonid@dsum.edu.ua; leonid.shaikhet@usa.net

mailto:beapat@unisa.it
mailto:leonid@dsum.edu.ua
mailto:leonid.shaikhet@usa.net


Journal of Applied Mathematics and Decision Sciences

Special Issue on

Intelligent Computational Methods for
Financial Engineering

Call for Papers

As a multidisciplinary field, financial engineering is becom-
ing increasingly important in today’s economic and financial
world, especially in areas such as portfolio management, as-
set valuation and prediction, fraud detection, and credit risk
management. For example, in a credit risk context, the re-
cently approved Basel II guidelines advise financial institu-
tions to build comprehensible credit risk models in order
to optimize their capital allocation policy. Computational
methods are being intensively studied and applied to im-
prove the quality of the financial decisions that need to be
made. Until now, computational methods and models are
central to the analysis of economic and financial decisions.

However, more and more researchers have found that the
financial environment is not ruled by mathematical distribu-
tions or statistical models. In such situations, some attempts
have also been made to develop financial engineering mod-
els using intelligent computing approaches. For example, an
artificial neural network (ANN) is a nonparametric estima-
tion technique which does not make any distributional as-
sumptions regarding the underlying asset. Instead, ANN ap-
proach develops a model using sets of unknown parameters
and lets the optimization routine seek the best fitting pa-
rameters to obtain the desired results. The main aim of this
special issue is not to merely illustrate the superior perfor-
mance of a new intelligent computational method, but also
to demonstrate how it can be used effectively in a financial
engineering environment to improve and facilitate financial
decision making. In this sense, the submissions should es-
pecially address how the results of estimated computational
models (e.g., ANN, support vector machines, evolutionary
algorithm, and fuzzy models) can be used to develop intelli-
gent, easy-to-use, and/or comprehensible computational sys-
tems (e.g., decision support systems, agent-based system, and
web-based systems)

This special issue will include (but not be limited to) the
following topics:

• Computational methods: artificial intelligence, neu-
ral networks, evolutionary algorithms, fuzzy inference,
hybrid learning, ensemble learning, cooperative learn-
ing, multiagent learning

• Application fields: asset valuation and prediction, as-
set allocation and portfolio selection, bankruptcy pre-
diction, fraud detection, credit risk management

• Implementation aspects: decision support systems,
expert systems, information systems, intelligent
agents, web service, monitoring, deployment, imple-
mentation

Authors should follow the Journal of Applied Mathemat-
ics and Decision Sciences manuscript format described at
the journal site http://www.hindawi.com/journals/jamds/.
Prospective authors should submit an electronic copy of their
complete manuscript through the journal Manuscript Track-
ing System at http://mts.hindawi.com/, according to the fol-
lowing timetable:

Manuscript Due December 1, 2008

First Round of Reviews March 1, 2009

Publication Date June 1, 2009

Guest Editors

Lean Yu, Academy of Mathematics and Systems Science,
Chinese Academy of Sciences, Beijing 100190, China;
Department of Management Sciences, City University of
Hong Kong, Tat Chee Avenue, Kowloon, Hong Kong;
yulean@amss.ac.cn

Shouyang Wang, Academy of Mathematics and Systems
Science, Chinese Academy of Sciences, Beijing 100190,
China; sywang@amss.ac.cn

K. K. Lai, Department of Management Sciences, City
University of Hong Kong, Tat Chee Avenue, Kowloon,
Hong Kong; mskklai@cityu.edu.hk

Hindawi Publishing Corporation
http://www.hindawi.com

http://www.hindawi.com/journals/jamds/
http://mts.hindawi.com/

	1. Definitions and auxiliary results
	2. Nonlinear Volterra equation with small nonlinearity: conditions of mean square summability
	2.1. First summability condition
	2.2. Second summability condition

	3. Examples
	Appendices
	A. Proof of [thm:2.1]Theorem 2.1
	B. Proof of [thm:2.2]Theorem 2.7
	C. Proof of condition (3.10)
	References
	1Call for Papers
	Guest Editors

