
A NOTE ON DISCRETE MAXIMAL REGULARITY FOR
FUNCTIONAL DIFFERENCE EQUATIONS WITH
INFINITE DELAY

CLAUDIO CUEVAS AND CLAUDIO VIDAL

Received 4 October 2005; Accepted 1 November 2005

Dedicated to Juan Cuevas Gonzalez

Using exponential dichotomies, we get maximal regularity for retarded functional dif-
ference equations. Applications on Volterra difference equations with infinite delay are
shown.

Copyright © 2006 C. Cuevas and C. Vidal. This is an open access article distributed un-
der the Creative Commons Attribution License, which permits unrestricted use, distri-
bution, and reproduction in any medium, provided the original work is properly cited.

1. Introduction

The maximal regularity problem for the discrete time evolution equations has been re-
cently considered by Blunck [4, 5]. Discrete maximal regularity properties appears not to
be considered in the literature before the paper [5]. The continuous maximal regularity
problem for time evolution equations is well-know (see [1, 4, 5, 19, 20] and the reference
contained therein).

In the present paper we are concerned in the study of maximal regularity for the fol-
lowing homogeneous retarded linear functional equation:

x(n+ 1)= L
(
n,xn

)
, n≥ n0 ≥ 0, (1.1)

where L :N(n0)×�→ Cr is a bounded linear map with respect to the second variable,
� denotes an abstract phase space that we will explain briefly later (for the basic theory
of phase spaces, the reader is referred to the book by Hino et al. [14]); x· denotes the
�-valued function defined by n→ xn, and N(n0) denotes the set {n∈N/n≥ n0}.

The abstract phase spaces was introduced by Hale and Kato [13] for studying qualita-
tive theory of functional differential equations with unbounded delay. The idea of con-
sidering phase spaces for studying qualitative properties of functional difference equa-
tions was used first by Murakami [18] for study some spectral properties of the solution
operator for linear Volterra difference systems and then by Elaydi et al. [12] for study as-
ymptotic equivalence of bounded solutions of a homogeneous Volterra difference system
and its perturbation.
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2 Discrete maximal regularity

Besides its theoretical interest, the study of abstract retarded functional difference
equations in phase space has great importance in applications. For these reasons from
then the theory of functional difference equations with infinite delay has drawn the at-
tention of several authors (see [6–12, 16–18]). The fact that the state space for func-
tional difference equations is infinite dimensional require the development of methods
and techniques from functional analysis. Questions concerning boundedness, conver-
gence and asymptotic behavior of perturbations (1.1) has been studied by Cuevas [6],
Cuevas and Pinto [8–10], Cuevas and Vidal [11], Cuevas and Del Campo [7]. Recently, a
very interesting article has been published by Matsunaga and Murakami [16] concerning
to the existence of the local stable manifolds, together with the local unstable manifolds
and the local center-unstable manifolds for nonlinear autonomous functional difference
equations in phase spaces. The results in [16] are based on a representation formula for
solutions of nonhomogeneous linear functional difference equations. As application of
the general results given in [16] have been obtained some results on stabilities and insta-
bilities for the zero solution of equation x(n+ 1) = L(xn) + f (xn), where L : �→ Cr is a
bounded linear operator and f ∈ C1(�,Cr) with f (0)= f ′(0)= 0.

This paper deals with maximal regularity for functional difference equation with in-
finite delay under the hypothesis that the solution operator (1.1) has an exponential
dichotomy. The problem of deciding when a functional difference equation has a such
dichotomy is a priori much more complicated than for ordinary difference systems, be-
cause it is necessary to construct suitable projections, a wrong choice of projections would
clearly cause very serious problems. Until now there is not a method to construct projec-
tions. In this work we show how one can generating projections (see Remark 4.5).

This paper is organized as follows. The second section provides the definitions and
notations to be used in the results stated and proved in this work. In the third section, we
study the maximal regularity problem for (1.1); while in the fourth section, we present
applications to discrete Volterra difference equations with infinite delay. During the last
few years discrete Volterra equations have emerged vigorously in several applied fields
and there is much interest in developing the qualitative theory for such equations (see
[15] for discussion and references).

2. Preliminaries and notations

Here we explain some notations and the phase space notion. As usual, we denote Z, Z+

and Z− the set of all integers, the set of all nonnegative integers and the set of all non-
positive integers, respectively. Let Cr be the r-dimensional complex Euclidean space with
norm | · |. For any function x : Z→ Cr and n∈ Z, we define the functions xn : Z− → Cr by
xn(s) = x(n+ s) for s ∈ Z−. We follow the terminology used in Murakami [17] thus the
phase space �=�(Z−,Cr) is a Banach space (with norm denoted by ‖ · ‖�) which is a
subfamily of functions from Z− into Cr and it is assumed to satisfy the following axioms.

(A) There are a positive constant J > 0 and nonnegative functions N(·) and M(·) on
Z+ with the property that if x : Z→ Cr is a function such that x0 ∈�, then for all
n∈ Z+, the following conditions are held.

(i) xn ∈�.
(ii) J|x(n)| ≤ ‖xn‖� ≤N(n)Sup0≤s≤n |x(s)|+M(n)||x0||�.
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(B) The inclusion map i : (B(Z−,Cr),‖ · ‖∞)→ (�,‖ · ‖�) is continuous, that is, there
is a constantK≥0 such that ‖ϕ‖�≤K‖ϕ‖∞, for all ϕ∈B(Z−,Cr) (where B(Z−,Cr)
represents the bounded functions on Z− in Cr).

From now on � will denote a phase space satisfying the axioms (A) and (B). For any
n≥ τ, we define the operator T(n,τ) : �→� by T(n,τ)ϕ= xn(τ,ϕ,0) for ϕ∈�, where
x(·,τ,ϕ,0) denotes the solution of the homogeneous linear system (1.1) passing through
(τ,ϕ). It is clear that the operator T(n,τ) is linear and by virtue of axiom (A) it is bounded
on � and satisfies the following properties:

T(n,s)T(s,τ)= T(n,τ) for n≥ s≥ τ, T(n,n)= I for n≥ n0. (2.1)

The operator T(n,τ) is called the solution operator of the homogeneous linear system
(1.1) (see [17] for details).

Definition 2.1. We say that system (1.1) has an exponential dichotomy on N(n0) with
data (α, K̃ ,P(n)) if α, K̃ are positive numbers and P(n) are projectors in �, such that if
Q(n)= I −P(n), then the following holds.

(i) T(n,τ)P(τ)= P(n)T(n,τ), n≥ τ.
(ii) The restriction T(n,τ) | Range(Q(τ)), n ≥ τ, is an isomorphism of Range(Q(τ))

onto Range(Q(n)) and we define T(τ,n) as the inverse mapping.
(iii) |T(n,τ)P(τ)| ≤ K̃e−α(n−τ), n≥ τ.
(iv) |T(n,τ)Q(τ)| ≤ K̃eα(n−τ), τ > n.

The number −α limits the exponential growth of solutions in forward direction when
started in Range (P(τ)) correspondingly, α limits the exponential growth in backward
direction when started in Range (Q(τ)). Note that in the case α= 0 we have an ordinary
dichotomy (see [11, Remark 2.1] for more details).

In what follows, we consider the r× r matrix function, E0(t), t ∈ Z−, defined by

E0(t)=
⎧
⎨

⎩

I(r× r unit matrix ) if t = 0,

0(r× r zero matrix ) if t < 0.
(2.2)

On the other hand, Γ(n,s) denotes the Green function associated with (1.1), that is,

Γ(n,s)=
⎧
⎨

⎩

T(n,s+ 1)P(s+ 1) if n− 1≥ s,

−T(n,s+ 1)Q(s+ 1) if s > n− 1.
(2.3)

Definition 2.2. We say that system (1.1) has a discrete maximal regularity if for each h∈
�p(N(n0),Cr) (with 1 ≤ p ≤ +∞) and each ϕ ∈ P(n0)� the solution z of the boundary
value problem,

z(n+ 1)= L
(
n,zn

)
+h(n), n≥ n0,

P
(
n0
)
zn0 = ϕ,

(2.4)

satisfies Δz· ∈ �p(N(n0),�) (i.e, z· ∈�1,p), where Δ is the difference operator of the first
order.
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3. Maximal regularity for retarded functional difference equations

We get the following result about maximal regularity of (1.1).

Theorem 3.1. Assume that system (1.1) has an exponential dichotomy on N(n0) with data
(α, K̃ ,P(n)). Then, for any h∈ �p(N(n0)) (with 1≤ p ≤ +∞) and any ϕ∈ Range(P(n0)),
the boundary value problem (2.4) has a unique solution z ∈�1,p(N(n0)), namely z = zsp +
zhom, where

z
sp
n =

∞∑

s=n0

Γ(n,s)E0(h(s)
)
, zhom

n = T
(
n,n0

)
P
(
n0
)
ϕ. (3.1)

This solution z satisfies z ∈ �p
′
(N(n0)) for all 1≤ p ≤ p′ ≤ +∞, and the following estimates

hold:

(
1− e−α

)1−1/p+1/p′∥∥zsp·
∥
∥
p′ +

(
1− e−α

)1−1/p∥∥z
sp
n0

∥
∥

� ≤ 4KK̃‖h‖p, (3.2)

(
1− e−α

)1/p′∥∥zhom
·

∥
∥
p′ +

∥
∥zhom

n0

∥
∥

� ≤ (K̃ + 1)‖ϕ‖�. (3.3)

In particular, if p = +∞, we get

(
1− e−α

)[∥∥zsp·
∥
∥∞ +

∥
∥z

sp
n0

∥
∥

�

]
≤ 4KK̃‖h‖∞,

∥
∥zhom
·

∥
∥∞ +

∥
∥zhom

n0

∥
∥

� ≤ (K̃ + 1)‖ϕ‖�.
(3.4)

Proof. The proof based on the Beyn and Lorenz’s ideas contained on the argument of
proof of [3, Theorem A.2]. Initially we will treat the existence problem. We observe that

T
(
n,n0

)
zn0 +

n−1∑

s=n0

T(n,s+ 1)E0(h(s)
)

= T
(
n,n0

)
P
(
n0
)
ϕ−

∞∑

s=n0

T(n,s+ 1)Q(s+ 1)E0(h(s)
)

+
n−1∑

s=n0

T(n,s+ 1)E0(h(s)
)= T

(
n,n0

)
P
(
n0
)
ϕ−

n−1∑

s=n0

T(n,s+ 1)E0(h(s)
)

+
n−1∑

s=n0

Γ(n,s)E0(h(s)
)

+
∞∑

s=n
Γ(n,s)E0(h(s)

)

+
n−1∑

s=n0

T(n,s+ 1)E0(h(s)
)= zn.

(3.5)

Hence, from [11, Lemma 2.8], we get that z = zsp + zhom solves the boundary value prob-
lem (2.4). Moreover, we can infer that z is bounded. In fact, clearly zhom· is bounded on
N(n0). On the other hand, we can get that

∥
∥zsp·

∥
∥∞ ≤ 2KK̃‖h‖p

(
1− e−α

)1/p−1
. (3.6)
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To prove the uniqueness we use the crucial Murakami’s representation formula (see, [17,
Theorem 2.1, page 1155]) and the Beyn and Lorenz’s uniqueness argument in a similar
manner like in [2, Theorem A.1]. Indeed, let y1· and y2· be two bounded solutions of the
boundary value problem (2.4). Put zn = y1

n− y2
n, so z(n) is solution of

x(n+ 1)= L
(
n,xn

)
, n≥ n0,

P
(
n0
)
zn0 = 0.

(3.7)

Using the Murakami’s representation formula we get that

zn = T
(
n,n0

)
zn0 , n≥ n0. (3.8)

Now, by the property (ii) of Definition 2.1, we get

zn0 = T
(
n0,n

)
Q(n)zn, n≥ n0. (3.9)

Then,

∥
∥zn0

∥
∥

� ≤ K̃eα(n0−n)
∥
∥z·
∥
∥∞, n≥ n0. (3.10)

We conclude zn0 = 0, and hence zn = 0. Concluding the uniqueness.
We can verify that z· ∈ �p(N(n0)). It follows from the following estimates:

∥
∥zsp·

∥
∥
p ≤ 2KK̃

∥
∥h
∥
∥
p/
(
1− e−α

)
,

∥
∥zhom
·

∥
∥
p ≤ K̃

(
1− e−α

)−1/p∥∥ϕ
∥
∥

�.
(3.11)

Next, we will prove that the estimates (3.2) and (3.3). Let p and q be conjugated expo-
nents. We have the following estimates:

∥
∥z

sp
n
∥
∥p

′

� ≤ (KK̃)p
′
(

2
1− e−α

)p′/q( ∞∑

s=n0

e−α
∣
∣n−(s+1)

∣
∣∣∣h(s)

∣
∣p
)p′/p

≤ (KK̃)p
′
(

2
1− e−α

)p′/q

‖h‖p′−pp

∞∑

s=n0

e−α|n−(s+1)|∣∣h(s)
∣
∣p.

(3.12)

Then,

∥
∥zsp·

∥
∥p

′

p′ ≤ (KK̃)p
′
(

2
1− e−α

)p′/q

‖h‖p′−pp

∞∑

s=n0

(
2

1− e−α

)∣
∣h(s)

∣
∣p

≤
(

2KK̃
(
1− e−α

)−1/p′−1/q‖h‖p
)p′

.

(3.13)

For the second term on the left-hand side of (3.2) we obtain

∥
∥z

sp
n0

∥
∥p

′

� ≤ (KK̃)p
′
( ∞∑

s=n0

e−α|n0−(s+1)|∣∣h(s)
∣
∣
)p′

≤
(

2KK̃
(
1− e−α

)−1/q∥∥h
∥
∥
p

)p′

. (3.14)
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Finally, we sum

∥
∥zhom

n

∥
∥p

′

� ≤ K̃ p′e−αp
′(n−n0)‖ϕ‖p′� (3.15)

with respect to n and find

∥
∥zhom
·

∥
∥
p′ ≤ K̃

(
1− e−αp

′)−1/p′‖ϕ‖� ≤ K̃
(
1− e−α

)−1/p′‖ϕ‖�. (3.16)

This leads to the desired estimate (3.3). This complete the proof of Theorem 3.1. �

Remark 3.2. In [3], Beyn and Lorenz have considered the maximal regularity problem for
the case that a linear differential operator Lz = zx −M(x)z has an exponential dichotomy
on a subinterval J ⊂R (here M(x) are N ×N continuous matrices in x ∈ J). In this con-
text the authors have got a similar result to Theorem 3.1.

4. Maximal regularity for Volterra difference system with infinite delay

We complete this paper by applying our previous result to the Volterra difference systems
with infinite delay. Let A(n), K(m) be r× r matrices defined for n∈N(n0), m∈ Z+, and
let β : Z+ →R+ be an arbitrary positive increasing sequence such that

∞∑

n=0

∣
∣K(n)

∣
∣β(n) < +∞. (4.1)

We consider the following Volterra difference system with infinite delay

x(n+ 1)=
n∑

s=−∞
A(n)K(n− s)x(s), n≥ n0. (4.2)

This equation is viewed as a functional difference equation on the phase space �β, where
�β is defined as follows:

�β =
{
ϕ : Z− −→ Cr : Sup

n∈Z+

∣
∣ϕ(−n)

∣
∣/β(n) < +∞}, (4.3)

with norm

‖ϕ‖�β = Sup
n∈Z+

∣
∣ϕ(−n)

∣
∣/β(n),ϕ∈�β. (4.4)

We have the following result as a consequence of Theorem 3.1.

Theorem 4.1. Assume that system (4.2) has an exponential dichotomy on N(n0) with data
(α, K̃ ,P(n)). Then, for any h ∈ �p(N(n0)) (with 1 ≤ p ≤ +∞) and any ϕ ∈ Range(P(n0))
the boundary value problem,

z(n+ 1)=
n∑

s=−∞
A(n)K(n− s)z(s) +h(n),

P
(
n0
)
zn0 = ϕ,

(4.5)



C. Cuevas and C. Vidal 7

has a unique solution z ∈�1,p(N(n0)), namely z = zsp + zhom, where

z
sp
n =

∞∑

s=n0

Γ(n,s)E0(h(s)
)
,

zhom
n = T

(
n,n0

)
P
(
n0
)
ϕ,

(4.6)

where Γ(n,s) is the Green function associated to (4.2). On the other hand, the solution z
satisfies z ∈ �p

′
(N(n0)) for all 1≤ p ≤ p′ ≤ +∞ and the following estimates hold:

(
1− e−α

)1−1/p+1/p′∥∥zsp·
∥
∥
p′ +

(
1− e−α

)1−1/p∥∥z
sp
n0

∥
∥

�β
≤ 4KK̃‖h‖p,

(
1− e−α

)1/p′∥∥zhom
·

∥
∥
p′ +

∥
∥zhom

n0

∥
∥

�β
≤ (K̃ + 1)‖ϕ‖�β ,

(4.7)

where α and K̃ are the constants of Definition 2.1(iii)–(iv).

Remark 4.2. Note that in the preceding estimates, we get 1/p = 0 for p = +∞.

We now want to present an example to illustrate the usefulness of Theorem 4.1.

Example 4.3. Let ai(n), i = 1,2 be two sequences and σ , α, γ be three positive constants
such that

(i) ρ∗1 := Supn≥0 max−n≤θ≤0[[
∏n−1

s=n+θ |a1(s)|−1]/e−γθ] < +∞,
(ii)

∏n−1
s=τ |a1(s)| ≤ σe−α(n−τ), n≥ τ ≥ 0,

(iii)
∏τ−1

s=n |a2(s)|−1 ≤ σe−α(τ−n), τ ≥ n≥ 0.
Some concrete examples of functions a1 and a2 satisfying the previous assumptions

are
(a) a1(n) := 1/δ, a2(n) := δ with 1 < δ ≤ eγ or 1/μ≤ δ ≤ νeγ, where μ,ν∈ (0,1),
(b) η < e−γ < μ < 1, γ > 0, a1(n) := μ, a2(n) := 1/η,
(c) 1/νeγ ≤ |a1(n)| ≤ μ,1/μ≤ |a2(n)|, for all n≥ 0, where μ,ν∈ (0,1).

From now until end of Example 4.3, we will assume that a1 and a2 are functions satis-
fying (i)–(iii). Using (ii) and (iii), we can assert that

n−1∏

s=τ

∣
∣a2(s)

∣
∣−1 ≤ σ2

n−1∏

s=τ

∣
∣a1(s)

∣
∣−1

, n≥ τ. (4.8)

We consider the following nonautonomous difference system

x(n+ 1)=A(n)x(n), (4.9)

where A(n) is a 2× 2 matrix defined by diag(a1(n),a2(n)). For convenience of the reader,
we would like to begin with a complete analysis to check the dichotomic properties. We
recall that the solution operator T(n,τ), n≥ τ, of (4.9) is a bounded linear operator on
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the phase space �β, with β(n)= eγn, and is defined by

[
T(n,τ)ϕ

]
(θ)=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

((n+θ−1∏

s=τ
a1(s)

)

ϕ1(0),

(n+θ−1∏

s=τ
a2(s)

)

ϕ2(0)

)

, −(n− τ)≤ θ ≤ 0,

(
ϕ1(n− τ + θ), ϕ2(n− τ + θ)

)
, θ ≤−(n− τ).

(4.10)

A computation shows that

T(n,s)T(s,m)= T(n,m), n≥ s≥m, T(m,m)= I. (4.11)

The problem of deciding when a functional difference system has an exponential di-
chotomy is a priori much complicated than for ordinary difference system, because it is
necessary to construct suitable projections, which play a distinguished role, and also to
get some estimates on the norm of solution operator which acts on the phase space with
infinite dimension. In our case the projections can be taken as P(n) : �β →�β given by

[
P(n)ϕ

]
(θ)=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(

ϕ1(θ),ϕ2(θ)−
( n−1∏

s=n+θ

a2
(
s
)−1

)

ϕ2(0)

)

, −n≤ θ ≤ 0,

(
ϕ1(θ),ϕ2(θ)

)
, θ <−n,

(4.12)

and Q(n)= I −P(n) : �β →�β.
For n≥ τ we observe that T(n,τ) : Q(τ)�β →Q(n)�β is given by

[
T(n,τ)Q(τ)ϕ

]
(θ)=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(

0,

(n+θ−1∏

s=τ
a2(s)

)

ϕ2(0)

)

, −(n− τ)≤ θ ≤ 0,

(

0,

( τ−1∏

s=n+θ

a2
(
s
)−1

)

ϕ2(0)

)

, −n≤ θ ≤−(n− τ),

(0,0), θ <−n.

(4.13)

We can see that for n≥ τ,

T(n,τ)Q(τ)=Q(n)T(n,τ), T(n,τ)P(τ)= P(n)T(n,τ). (4.14)

We can prove that T(n,τ), n≥ τ is an isomorphism of Q(τ)�β onto Q(n)�β. We define
T(τ,n) as the inverse mapping, which is given by

[
T(τ,n)Q(n)ϕ

]
(θ)=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(

0,

( n−1∏

s=τ+θ

a2
(
s
)−1

)

ϕ2(0)

)

, −τ ≤ θ ≤ 0,

(0,0), θ <−τ.
(4.15)
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By virtue of (4.8), we claim that there is positive constant K̃ such that

∥
∥T(n,τ)P(τ)

∥
∥≤ K̃e−α(n−τ), n≥ τ. (4.16)

In fact,

∥
∥T(n,τ)P(τ)

∥
∥≤ max

−(n−τ)≤θ≤0

[[n+θ−1∏

s=τ
|a1(s)|

]

eγθ
]

+ 3 max
−n≤θ≤−(n−τ)

[[ τ−1∏

s=n+θ

∣
∣a2(s)

∣
∣−1

]

eγθ
]

≤
[n−1∏

s=τ

∣
∣a1(s)

∣
∣
]

max
−(n−τ)≤θ≤0

[[ n−1∏

s=n+θ

∣
∣a1(s)

∣
∣−1

]

eγθ
]

+ 3σ2

[n−1∏

s=τ

∣
∣a1(s)

∣
∣
]

max
−n≤θ≤−(n−τ)

[[ n−1∏

s=n+θ

∣
∣a1(s)

∣
∣−1

]

eγθ
]

≤ 4σ2ρ∗1

[n−1∏

s=τ

∣
∣a1(s)

∣
∣
]

.

(4.17)

On the other hand, we can verify that
∥
∥T(n,τ)Q(τ)

∥
∥≤ σρ∗2 e

−α(τ−n), τ ≥ n, (4.18)

where ρ∗2 := Supn≥0 max−n≤θ≤0[[
∏n−1

s=n+θ |a2(s)|−1]/e−γθ].
We note that the projectors P(n) are not unique, but the ranges are unique (see Remark

4.4 for more details). It is worth to note that one can constructing other projectors P̂(n)
from P(n) such that (4.9). has an exponential dichotomy. Following the general method
established in Remark 4.5 we construct new projectors

[
P̂(n)ϕ

]
(θ)=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(

ϕ1(θ) +

(n+θ−1∏

s=0

a1(s)

)(n−1∏

s=0

a2(s)−1

)

ϕ2(0),ϕ2(θ)

−
( n−1∏

s=n+θ

a2(s)−1

)

ϕ2(0)

)

if −n≤ θ ≤ 0,

(
ϕ1(θ),ϕ2(θ)

)
, if θ <−n,

(4.19)

such that (4.2) has an exponential dichotomy.
For any h ∈ �p(N(n0)) (with 1 ≤ p ≤ +∞) and any ϕ ∈ Range(P(n0)), Theorem 4.1

assure that the boundary value problem

z(n+ 1)=A(n)z(n) +h(n), n≥ n0, (4.20)

P
(
n0
)
zn0 = ϕ, (4.21)

has a unique solution z ∈�1,p(N(n0)). Moreover z ∈ �p
′
(N(n0)) for all 1≤ p ≤ p′ ≤ +∞

and the estimates (4.7) hold.
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This finished the discussion of Example 4.3. The next two remark was inspired in a
Beyn and Lorenz’s appendix about dichotomies (see [3]).

Remark 4.4. In general, the projectors P(n) of an exponential dichotomy are not unique.
(Of course, by Definition 2.1(i) and (ii), if a projector P(m) is determined at one point
m, then all projectors P(n) are determined uniquely.) However the ranges are unique
because they can be written as

Ranges
(
P(m)

)= {ϕ∈� : e−η(n−m)T(n,m)ϕ is bounded for n≥m
}

(4.22)

for any 0 < η < α. While “⊆” is obvious the converse conclusion follows from

∥
∥Q(m)ϕ

∥
∥

� =
∥
∥T(m,n)Q(n)T(n,m)ϕ

∥
∥

� ≤ Ce(α−η)(m−n) −→ 0, as n→∞, (4.23)

where C is a suitable constant.

Remark 4.5. Let (α, K̃ ,P(n)) be the data of an exponential dichotomy. Now we turn our
attention to the following question: how one can constructing other projectors P̂(n) from
P(n) such that (1.1) has an exponential dichotomy? The answer is: take a projector P̂(n0)
that satisfies Range(P̂(n0))= Range(P(n0)). This allows us to define the following projec-
tors:

P̂(n)= P(n) +T
(
n,n0

)
P̂
(
n0
)
T
(
n0,n

)
Q(n). (4.24)

Then (1.1) has an exponential dichotomy with data (α, K̃#, P̂(n)), where K̃# = K̃ +
K̃2||P̂(n0)||.
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Claudio Cuevas: Departamento de Matemática, Universidade Federal de Pernambuco,
CEP. 50540-740 Recife-PE, Brazil
E-mail address: cch@dmat.ufpe.br
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