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A class of difference systems of artificial neural network with two neurons is considered.
Using iterative technique, the sufficient conditions for convergence and periodicity of
solutions are obtained in several cases.
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1. Introduction

Consider the following difference system of the form:

Xn+1 :Axn +f(yn))
n=0,1,2,..., (1.1)
Yns1 = Ayn+ f (x4),

where A € (0,1) is a constant, for any a,b € R, f: R — R is given by

1, wué€la,b],

flu)= (1.2)
0, u¢la,b].

The system (1.1) can be viewed as the discrete version of the following two-neuron net-
work model:

% = —(xx-f-ﬁf(y([t]))’
(1.3)

%:—ay+ﬂf(x([t]))>

where [-] denotes the greatest integer function, a > 0 represents the internal decay rate,
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2 Convergence and periodicity

B >0 measures the synaptic strength, x(t) and y(t) denote the activations of the corre-
sponding neurons, respectively, and f is the activation function defined by (1.2).

In recent years, many research efforts have been made in neural modelling and anal-
ysis since one of the neural networks models with electronic circuit implementation was
proposed by Hopfield in [6]. System (1.3) describes the evolution of a network of two
identical neurons with excitatory interactions, which has found interesting applications
in image processing of moving objects and has been investigated in [7].

In fact, we can rewrite system (1.3) as the following form:

2 (x(0e) = pe £ ((11),
p (1.4)
L O0e) = e £ (([1).
Let n be a positive integer. We integrate (1.4) from n to t € [n,n+ 1) and obtain
x(t)e™ — x(n)e" = g(e"“ —e") f(y(n)),
(1.5)

y(t)e* — y(n)e™™ = = (e* — &™) f (x(n)).

LRI

—~

For any nonnegative integer k, we denote x
t — n+1in (1.5), then it follows that

k) and y(k) by xx and y, respectively. Let

Xnt1 = eiaxﬁﬂ(l— l)f(yn),

A
n=0,12,... (1.6)

Ynt1 = eiayﬁé(l— e%)f(xn),

(04

In view of system (1.6), we consider the following variables:

Ble*—1) ) ae® ae®
* _ * 7 [ —
fr ) _f< aer ) ¢ ﬁ(e“—l)a’ b [J’(e”‘—l)b’
(1.7)
ae® ae®
X=Xy, Yy = o n=0,1,2,...,
Bl " pler—1)”
and then drop the * to get
1
Xn+1 = e_axn+f(yn))
n=0,1,2,.... (1.8)

1
Yn+1 = e_ayn +f(xn)a

Obviously, system (1.8) is a special form of system (1.1) with A = 1/e*. Thus, we may say
that (1.1) includes the discrete version of an artificial neural network of two neurons with
piecewise constant argument.
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On the other hand, the dynamics of the systems (1.1) and (1.3) have been extensively
studied in the literature. However, most of the existing results are concentrated on the case
where the function f is piecewise linear or a smooth sigmoid, see [2-5] and references
therein. Huang and Wu [7] and Meng et al. [9] studied the dynamics of system (1.3).
Yuan et al. [10] considered system (1.1), where the signal function f is of the following
piecewise constant McCulloch-Pitts nonlinearity: f(u) =1ifu <o, f(u) =-1ifu>o,
for some constant o € R.

The aim of this paper is to investigate the convergence and periodicity of solutions for
system (1.1) as f is of the digital nature (1.2), which describes the input-output relation
of a neuron.

For simplicity, let N denote the set of all nonnegative integers, and define N(m) =
{m,m+1,m+2,...}, Nim,n) = {m,m+1,...,n} for any m,n € N and m < n. Moreover,
we introduce the following notations:

I ={(x,y); x<a, y<al, Lr={(x,y); x<a, y €[a,b]},
Lz ={(x,y); x<a, y>b}, L1 ={(x,y); x € [a,b], y<a}l,
Ly ={(x,y); x € [a,b], y € [a,b]}, bLs = {(x,y); x € [a,b], y > b},

Ly ={(x,y); x>b, y<a}, I ={(x,y); x>b, y € a,b]},

b (1.9)
Lz={(x,y); x>b, y>b}, yr= 0 (b>0, keN),
0= (Goyel X oyel)s A= ((prs+0) X (i prsn]),
keN keN
Q= U (poyrs] X (yre,+)).
keN
Obviously,
UI =R?, Jim ye=+e,  OUAUQ=I. (1.10)
— 400

i,j=1

By a solution of the system (1.1), we mean a sequence {(x,, y,)} of points in R? that is
defined for all n € N(1) and satisfies (1.1) for n € N(1). Clearly, for any (xo, yo) € R?,
system (1.1) has a unique solution {(x,, y,)} satisfying the initial condition (x,, y,)|n=0 =
(Xano)-

For the general background of difference equations, one can refer to [1, 8].

This paper is divided into three parts. The main results and their proofs will be given
in Sections 2 and 3, respectively.

2. Main results

Throughout this paper, {(x,,y,)} denotes the unique solution of the system (1.1) with
initial value (x, yo) € R2.
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ProrosritioN 2.1. Ifeither b <0 ora>1/(1 —A), then (x,, y») — (0,0) as n — .

Remark 2.2. When 0 < a < b < 1/(1 — 1), solutions of system (1.1) are convergent and
periodic. Moreover, if we restrict a < Ab, then the convergence and periodicity are similar
to the case as a < 0 < b < 1/(1 — A). Therefore, applying Proposition 2.1, we only consider
the case a < 0 < b < 1/(1 — 1) in this paper.

ProposiTioN 2.3. Ifa<0<b< 1/(1—2), then
(1) (x> yn) = (0,1/(1 = 1)) as n — oo if (x9, o) € I3 U LY
(2) (x5 yn) = (1/(1 = 1),0) as n — oo if (x0, yo) € I3y UA.

Remark 2.4. By a simple analysis, if a < 0 < b < 1/(1 — ), we can find that the solution
{(xn, yn)} of system (1.1) with the initial value (xo, o) € R? will be in the region I3 U
I3, U I3 eventually. Note that ® U A U Q = I33, by Proposition 2.3, it remains to consider
the initial value (xo, y9) € ©.

THEOREM 2.5. For m € N(1), define
1 Am-1 1 AT

R e M e S e T 2D

Ifa<0<M(1—-1)<b<1/(1—-1)and b € [8,€m), then the solution {(X,,7,)} of sys-
tem (1.1) with the initial value (€,,,€,,) is periodic with minimal period m + 1. Moreover,
for any solution {(xy, yn)} of (1.1) with the initial value (xo, yo) € (b,Ab+ 1] X (b,Ab+1],
limy,—. oo (x4 — X)) = limy—e(yn = ¥,,) = 0.

THEOREM 2.6. For m € N(2), define

A Am—l
K VA T (22
Ifa<0<b<M1-A?) and b € [{n,m), then the solution {(X,,y,)} of the system
(1.1) with the initial value (s, 1m) is periodic with minimal period m + 1. Moreover, for
any solution {(x,,yn)} of system (1.1) with the initial value (xo, o) € (b,b/A] X (b,b/A],
limy—. oo (x4 — X)) = limy—o(yn = ¥,,) = 0.

Remark 2.7. By the formulations in Theorems 2.5-2.6, it is easy to see that lim,, .. €, =
1/(1 =) and limy,,— « #,» = 0. Moreover, we have

A
1-A2

A
1-A2

=01<€1<0H <6< <Op<€En<- -+, meN(),
(2.3)

=G>m>0G>>ma >Cu1 > >+, meN(2).

Corresponding to Theorems 2.5-2.6, we have the following two results.
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THEOREM 2.8. Letx* = [b— (1 —-A")/(1 = M)/A™, anda<0<M(1-A*) <b<1/(1-2A).
Form € N(1) and | € N, define

/\(m+2)(l+2)—2(1 —A) + (1 _Am) (1 +/1(m+2)(l+1)—1)

Om1 = (1-1)(1 = Am22)-1)

Am+1(1 _Am+1)(1 —/1("”2)1)/(1 _Am+2)
(1 —A)(l _/\(m+2)(l+2)—1) ?

1 — A7 AL (1 — Ay (1 — A2 D) /(] — Ame2)
(1=2)(1 — A(m+2)(+2)-1) ,

Um, =

(1= A7) (1 AT A1) 22 (] ) (1 = LD ) /(] - \m2)
Smi = (1 — Ami2)(+2)-1) (1 — }) :

(2.4)

(1) If b € [0 thim,1), then there exists a (Xo,y,) € (x*,Ab+ 1] X (x*,Ab + 1] such that
the solution {(x,,y,)} of system (1.1) with the initial value (Xo,y,) is periodic with
minimal period (m+2)(I+2) — 1. Moreover, for any solution {(x,,y,)} of system
(1.1) with the initial value (xo, yo) € (x*,Ab+1] X (x*,Ab+ 1], lim,_. oo (X, — Xp,) =
lim,-w(y,—7¥,) =0.

(2) If b € [&m1> tim,1), then there exists a (Xo, ) € (b,x*] X (b,x*] such that the solution
{(Xn,y,)} of system (1.1) with the initial value (Xo,y,) is periodic with minimal
period (m+2)(I+2) — 1. Moreover, for any solution {(x, y»)} of system (1.1) with
the initial value (xo, yo) € (b,x*] X (b,x*], limy e (X — %) = limy—.e(yn — y,) =
0.

THEOREM 2.9. Let x* = (b—A")/A" 2, and leta<0<b<A/(1-A*). Forme N(2),l €
N(1), define

3 )Lm[l +A(m+1)(l+1)+l +/1m+1 (1 _/\(m+l)l)/(1 _ Amﬂ)]
Pml = 1 = AmrD)(2)+1 >

/\m[l 4l (1 _/\(m+1)(l+1))/(1 _/\mﬂ)]

1 — A(m+1)(+2)+1 > (2.5)

Tm,] =

)L2m+2[1 +Am+1 (1 _A(m+1)(l+l))/(1 —)Lm+l)]

— m
W =A™+ 1 = AmrD)(+2)+1

(1) If b € [pm,1>Tm,1), then there exists a (Xo,Yo) € (X*,b/A] X (x*,b/A] such that the
solution {(Xu,yn)} of system (1.1) with the initial value (Xo,yo) is periodic with
minimal period (m+ 1)(I+2) + 1. Moreover, for any solution {(x,,y,)} of system
(1.1) with the initial value (xo,y0) € (X*,b/A] X (x*,b/A], limy—o(x, — X,) =
limnaw()’n - ;n) =0.

(2) If b € [Wm,1, Tm,1), then there exists a (Xo, Yo) € (b,X*] X (b,x*] such that the solution
{(X%u> V)Y of system (1.1) with the initial value (X, o) is periodic with minimal
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period (m+ 1)(I+2) + 1. Moreover, for any solution {(x,, yn)} of system (1.1) with
the initial value (xo, yo) € (b,%* ] X (b,X* ], limy— e (x4 — X)) = limy—.co (¥4 — V) = 0.

Remark 2.10. Obviously, [Omipm1) S (€msOme1)s [Empbpimi) S (€m>Omr1)s [Pmt>Tmi) S
(ms1>Cm)> [@mts Tm1) € (Hmt15Cm). Moreover,

€m < Gm,O <HUmo < Gm,l <<l < Gm,lﬂ <Umily1 <+ < Omt1>

€m < &m0 <m0 < &m1 <+ <Eui <fmi <+ <Ot
(2.6)
A1 < Pm0 < Ton0 < Pt < Tt <=+ < P < Tnd <=+ < Cy

N+l < Wm0 < T < Wil < 20 < Wi ] < T <=0 <(m-

It is easy to see that limy_.c ) = Om+1, and limy_.co Ty g = G
Furthermore, we have the following results.

ProposiTiON 2.11. Leta <A/ (1 =A%) <b< 1/(1 =), andletb € (€1, 0m+1) form € N(1),
then

(1) (xn>yn) = (1/(1 = 1),0) as n — o0 if (xo, yo) € (x*,Ab+ 1] X (b,x*];

(2) (X, yn) = (0,1/(1 = 1)) as n — o0 if (x0, yo) € (b,x™] X (x*,Ab+1],
where €, and 8,11 are given in Theorem 2.5, and x* is given in Theorem 2.8.

PrROPOSITION 2.12. Leta<0<b<A/(1—A?) and let b € (m+1,(m) for m € N(1), then
(1) (Xp, yn) — (1/(1 = A),0) as n — oo if (x0, yo) € (X*,b/A] X (b,%*];
(2) (x> yn) — (0,1/(1 = 1)) as n — oo if (x0, yo) € (b,%*] X (x*,b/A].

Here 1111 and {,, are given in Theorem 2.6, and X* is given in Theorem 2.9.

Remark 2.13. It is easy to see that Theorems 2.5-2.9 and Propositions 2.3-2.12 are valid
asa=—oo.
3. Proofs of main results

By (1.1) and (1.2), it is easy to see that system (1.1) has an obvious connection with the
following linear difference systems:

Xni1r = A +1, xp = Axa+1, Xni1 = Axn, Xni1 = Axn,
Y1 =Ayn+1, Vi1 = AYns Y1 =Ayn+1, Yni1 = Ayn. G0
Therefore, we first consider the following relating equations:
Ups1 = Ay + 1, (3.2)
Upi1 = Ay, (3.3)

By induction, it is easy to check that, for n € N(ny), the solution of (3.2) with the initial
value u,, = ¢ is given by

— \n—nop

R ne€N(ny+1), (3.4)

U, =A""Mc+
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and the solution of (3.3) with the initial value u,, = c is given by
u, =A""¢c, neN(ng+1). (3.5)

Note that A € (0,1), by formulations (3.4) and (3.5), it follows that lim,, .« u, = 1/(1 — ),
and lim,— . u, = 0, respectively.

By a direct iterative method, we can prove Propositions 2.1-2.12 and the following
lemma.

LemMA 3.1. Let a<0<b < 1/(1 —A). Then, for every solution {(xn,yn)} of system (1.1)

with the initial value (xo, yo) € R?, there exists a k € N such that one of the following results
holds:

(1) (x%, yx) € Ls;

(2) (x%, yx) € Inps

(3) (x> k) € (bAb+1] X (b,Ab+ 1] N (b,b/A] X (b,b/A] S I33.

Now we give the proofs of our main results.

Proof of Theorem 2.5. By A/(1—A?) <b< 1/(1 - ), it follows that \b < b < Ab+ 1 < b/A.
If (x0, y0) € (b,Ab+ 1] X (b,Ab+ 1] < I33, then

X1 = AXQ < b, Y11= Ayo < b, (Xl,yl) S (Ab,b] X (/lb,b] c Ip. (36)

In view of Lemma 3.1, there exists n; € N such that

(X, yn) €Ly forneN(1,m1), (%n+1>Ym+1) € Do, (3.7)
where
X, = AMx + 1 <b, Yy = A" yo + 1 <b. (3.8)
1-1 1-2
Since b € [6,1,€m), we have
(%m> ym) € Iz, (Xm+1> Ym+1) € (b,Ab+1] X (b,Ab+1] < L3, (3.9)

then n; = m. For | € N and k € N(1,m), repeating the above proceeding, we have
(xmivn Yimenn) € (b,Ab+1] x (b,Ab+1], (X(ma1)i+h> Yim+)i+k) € Lo (3.10)
In terms of (3.2) and (3.3), we define
filx) =Ax+1, falx) = Ax, (3.11)

and for (x,y) € (b,Ab+1] X (b,Ab+ 1], we define

Pt () = (A0 )@, Ruei(69) = (Puca (0), Pt (1)), Ryl =Rua o RYL,.
(3.12)
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It follows that

_ m+1 1A m+1 1 _Am)
Rmﬂ(x,y)—(l x+—1_A,7t yt1-1)

11—\ 11— /\n(m+1) /\n(m+1)y N 1-A" 1-— /vl(erl) )

(n) _ (m+1) . .
R’““("’y)‘(MW ST R B T 1—A 11— mil

(3.13)

and lim,— o R, (x, ) = (€pr€m).

In fact, (€,€,) is the unique fixed point of R, (%, y), and the solution {(X,,y,)}
of system (1.1) with the initial value (€,,,€,) is periodic with minimal period m + 1. By
(3.13), it follows that

(X(m+1)b Yime1)1) = Rff,)ﬂ (x0,y0)  for (xo,y0) € (b,Ab+1] X (b,Ab+1]. (3.14)
Therefore for any solution {(x,,y,)} of system (1.1) with the initial value (x¢,yo) €

(b,Ab + 1] X (b,Ab + 1], we can get lim, . (x, — X,) = lim, . (ys — y,) = 0. The proof
is complete. O

Proof of Theorem 2.6. By 0 < b < A/(1 —A?), we have (b—1)/A<Ab<b<b/A<Ab+1.1f
(X(),y()) € (b,b/)t] X (b,b/l] c I3, then x; = )LX(), Y1 = )L)/(), Xy = )L2X() +1, Y2 = Azy() +1,
where (x1, 1) € I, (x2,¥2) € (b,Ab+1] X (b,Ab+ 1] < I53, and

Xp = A"2x0 = Axg + A2, Yn = A"_Zyz =A"yo +A"2 neN(2). (3.15)

Since b € [{n»1m), we have

(%0, yn) € (é,)xbﬂ] X (é,/\b+ 1], n € N(Q2,m),

A A
(3.16)

b b

(Xm+1> Yimr1) € (b’X] X (b’X]’ (Xma2> Yms2) € o, meN(2).
For I € N, repeating the above proceeding, it follows that
b b
(x(m+1)l+k)}’(m+1)l+k) S (X)Ab-'— 1:| X (X)Ab + 1:|) k S N(z)m))

(3.17)

b b
(X(m+1)+15 Yma1)i+1) € I, (X(m+)b Yme1)1) € (b,*] X (b’X]'

In view of (3.11), for (x, y) € (b,b/A] X (b,b/A], we define

Gpi(ry) = (A7 firo @) 7o fio (1)), (3.18)
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and set Ggfll) = Gpy1 © G;ﬁr)l. Thus, we have

Gps1(x,y) = (AP x4 AP71 APy 41271,

p-1 _ n(p+l)
LA -2

1
1 —Aptl AP ))/

AP=1(1 — e+ (3.19)
* 1 = \p+l )’

G () = (W“)x

and lim,,_ Giﬂl (%,¥) = (Hm>1m)- In view of (3.19), for (xo, yo) € (b,b/A] X (b,b/A], we
have (X(m+1)1> Yime1)1) = G%)Jrl(xo,)/o)-

Obviously, (#m,#m) is the unique fixed point of G,,4; and the solution {(¥,,y,)} of
system (1.1) with the initial value (#,,7,,) is periodic with minimal period m + 1. More-
over, for any solution {(x,, y,)} of system (1.1) with the initial value (xo, y9) € (b,b/A] X
(b,b/A], we have lim,, .o (x, — X,,) = lim,,_ (y, — ¥,,) = 0. The proof is complete. O

Proof of Theorem 2.8. We only prove the first claim, the other is similar.
For x € (b,Ab+ 1], we set P,,,41(x) = (fl(m) o f2)(x), where f; and f, have been given in
(3.11), and we have

1—A™
1-1°
Note b € (€,0ms1), we have 0 < x < 1/(1 — A), P,(x) < Ppi1(x), and Py1(x™) = b,
P,i2(x*) = Ab+ 1. Moreover P,,,1(x) € (b,Ab+ 1] for x € (x*,Ab+ 1], and P,,1»(x) €
(b,Ab+1] for x € (b,x*].

Since b > 0,,, we have

P (x) = A"y +

meN(1). (3.20)

Prii(Ab+1) <x*, Pt ((x*,20+1]) < (b,x*]. (3.21)

Furthermore, by b € [8,,, im,1), it follows that

P o Puib+ 1) <x*,  PUtY o Py (x%) > x*. (3.22)
If the initial value (xo, yo) € (x*,Ab + 1] X (x*,Ab + 1], then, for b € [0p1,4m,) and n €
N(1), we have

(Xm+1+(m+2)m}’m+1+(m+2)n) = (Pf;ﬂz o P (XO)>P;(7?422 ° Pyt (y0)>a
(3.23)

(-xm+1+(m+2)k:ym+l+(m+2)k) € (b,x*] X (b,x*] for k € N(0,1),

and (X414 (m+2)(141)> Yme1+(ma2)(1)) € (X540 + 1] X (x*,Ab+ 1].
In view of (3.22), for (x, y) € (x*,Ab+ 1] X (x*,Ab + 1], we denote

H(x,y) = (P33 o Pt (1), Py © Pt (), (3.24)

and it follows that (X(m+2)(1+2)- 1> Ym+2)(42)-1) = H (X0, o).
Obviously, there exists a (¥o,¥,) € (x*,Ab+ 1] X (x*,Ab+ 1] such that

lim H(”)(x,y) = (X0,¥,) for (x,y) € (x*,Ab+1] x (x*,Ab+1], (3.25)

n—oo
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where (X, ) is the unique fixed point of H. Therefore, the solution {(x,,y,)} of system
(1.1) with the initial value (Xo,7,) € (x*,Ab+ 1] x (x*,Ab + 1] is periodic with minimal
period (m+2)(I+2) — 1. Moreover, for any solution {(x,, y,)} of system (1.1) with the
initial value (xo, yo) € (x*,Ab+ 1] X (x*,Ab + 1], we have lim,— » (x, — X,) = lim; .o (5 —
¥,) = 0. The proof is complete. O

Proof of Theorem 2.9 is similar to that of Theorem 2.8 and is omitted.
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