DECAY RATES FOR SOLUTIONS OF A TIMOSHENKO
SYSTEM WITH A MEMORY CONDITION
AT THE BOUNDARY
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We consider a Timoshenko system with memory condition at the boundary and
we study the asymptotic behavior of the corresponding solutions. We prove that
the energy decay with the same rate of decay of the relaxation functions, that is,
the energy decays exponentially when the relaxation functions decays exponen-
tially and polynomially when the relaxation functions decays polynomially.

1. Introduction

The main purpose of this work is to study the asymptotic behavior of the so-
lutions of a Timoshenko system with boundary conditions of memory type. To
formalize this problem, take Q an open bounded set of R” with smooth bound-
ary I' and assume that I can be divided into two parts

I'=Tyul; Withfoﬂf1=®. (11)

Denote by v(x) the unit normal vector at x € I’ outside of Q and consider the
following initial boundary value problem:

utt—Au—(ng—;-kﬁu:O in Q x (0, ), (1.2)
i=1 9
= ou )
Vn—Av+¢xZ$+f(v)=0 in Q% (0, ), (1.3)
i=1 9N
u=v=0 onl(yx(0,00), (1.4)

Copyright © 2002 Hindawi Publishing Corporation
Abstract and Applied Analysis 7:10 (2002) 531-546
2000 Mathematics Subject Classification: 35L70, 35B40
URL: http://dx.doi.org/10.1155/5S1085337502204133


http://dx.doi.org/10.1155/S1085337502204133

532  Decay rates for solutions of a Timoshenko system

u+fg1(t—s)‘3—‘v‘(s)ds=o on Ty x (0, c0), (1.5)
0
v+rg2(t—s)%(s)ds=0 on I'; x (0, 00), (1.6)
0
(u(O,x), V(O,x)) = (UO(-x)’ VO(x))’ (ut(o)x)) Vt(O:x)) = (ul(x): Vl(x)) in Q.
(1.7)

Here, u is the deflection of the beam from its equilibrium and v is the total rota-
tory angle of the beam at x, for those precise physical meaning, see Timoshenko
[13]. We will assume in the sequel that « is a sufficiently small positive number,
B > na, and the relaxation functions g; are positive and nondecreasing and the
function f € C!(R) satisfies

f(s)s=0, VseR. (1.8)

Additionally, we suppose that f is superlinear, that is,
F(s)s= (2+8)F(s), F(z) = J f(s)ds, VseR (1.9)
0
for some & > 0 with the following growth conditions:

[ f) = fO) | <c(+IxIP P+ ylP D) Ix—yl, VxyeR, (1.10)

for some ¢ >0 and p = 1 such that (n — 2)p < n. The integral equations (1.5)
and (1.6) describe the memory effects which can be caused, for example, by the
interaction with another viscoelastic element. Also, we will assume that there
exists xo € R” such that

To={xeTl:v(x)- (x—x) <0},

I[1={xel:v(x)-(x—x) >0}. (1.11)

As an example of a set Q) satisfying those properties, we can consider the domain
shown in Figure 1.1.

I

Figure 1.1
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Let m(x) = x — xo. Note that the compactness of I'; implies that there exists a
small positive constant §y such that

0<dy <m(x)-v(x), Vxel]. (1.12)

Frictional dissipative boundary condition for the Timoshenko system was
studied by several authors, see, for example, [4, 6, 11, 12] among others. Con-
cerning the memory condition at the boundary we can cite the following works:
in [1], Ciarletta established theorems of existence, uniqueness, and asymptotic
stability for a linear model of heat conduction. In this case the memory condi-
tion describes a boundary that can absorb heat and due to the hereditary term,
can retain part of it. In [3], Fabrizio and Morro considered a linear electromag-
netic model and proved the existence, uniqueness, and asymptotic stability of the
solutions. In [7], Mufioz Rivera and Andrade showed exponential stability for a
nonhomogeneous anisotropic system when the resolvent kernel of the memory
is of exponential type. They used multiplier technics and a compactness argu-
ment.

Nonlinear one-dimensional wave equation with memory condition on the
boundary was studied by Qin [9]. He showed existence, uniqueness, and stability
of global solutions provided the initial data is small in H> x H2. This result was
improved by Munoz Rivera and Andrade [8]. They only supposed small initial
datain H? X H!. See also de Lima Santos [2].

In this paper, we show that the solutions of the coupled system (1.2)—(1.7)
decays uniformly in time with the same rate of decay of the relaxation functions.
More precisely, denoting by k; and k, the resolvent kernels of —g{/¢,(0) and
—,/8:(0), respectively, we show that the solution decays exponentially to zero
provided k; and k; decays exponentially to zero. When the resolvent kernels k;
and k;, decays polynomially, we show that the corresponding solution also decays
polynomially to zero. The method used is based on the construction of a suitable
Lyapunov functional & satisfying

%ﬂf(t) < —P(t) +cre (1.13)
or
L gt) < e,y —2 (1.14)
dt B (141)+!

for some positive constants cy, ¢;, ¥, and a. Note that, because of condition (1.4)
the solution of system (1.2)—(1.7) must belong to the following space:

V:={ve H(Q):v=0o0nT}. (1.15)

The notations we use in this paper are standard and can be found in Lions’ book
[5]. In the sequel, by ¢ (sometimes ¢y, ¢,,...) we denote various positive constants
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independent of t and on the initial data. The organization of this paper is as
follows. In Section 2, we establish an existence and regularity result. In Section 3,
we prove the uniform rate of exponential decay. Finally, in Section 4, we prove
the uniform rate of polynomial decay.

2. Existence and regularity

In this section, we study the existence and regularity of solutions for the Tim-
oshenko system (1.2)—(1.7). First, we use (1.5) and (1.6) to estimate the terms
0u/dv and 0v/0dv on I';. Denoting by

(g% 9)() = Lg(t —9)g(s)ds, 2.1)

the convolution product operator and differentiating (1.5) and (1.6), we arrive
to the following Volterra equations:

u, 1, w1
PR S T O R o)
v, L v 1, '
v (0027 9y gz(O)t

Applying the Volterra’s inverse operator, we get

ou 1
g——m{ut‘i‘kl*ut}, (23)
v _ —L{v +ky kv '
av - 2(0) t 2 tf
where the resolvent kernels satisfy
k,~+g'(10)g,-’>|<k,~: —g%o)g; fori=1,2. (2.4)

Denoting by 7; = 1/g(0) and 7, = 1/¢,(0) the normal derivatives of # and v can
be written as

? = 1y {u+ Ky (0)u — Ky (B + K| % ul,
az (2.5)
o= vk~ ka(Dvo K % v).

Reciprocally, taking initial data such that 4y = v = 0 on I'y, identities (2.5) imply
(1.5) and (1.6). Since we are interested in relaxation functions of exponential or
polynomial type and identities (2.5) involve the resolvent kernels k;, we want to
know if k; has the same properties. The following lemma answers this question.
Let h be a relaxation function and k its resolvent kernel, that is,

k(t) =k x h(t) = h(t). (2.6)
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LemMa 2.1. If h is a positive continuous function, then k also is a positive contin-
uous function. Moreover,
(1) if there exist positive constants ¢y and y with ¢y < y such that

h(t) < cpe™, (2.7)
then the function k satisfies

Kty < 2026 e
Ty-€-¢c

forall0<e<y—c.
(2) Given p > 1, denote by c, := sup,p- fot(l +H)P(1+t—s)"P(1+s)Pds. If
there exists a positive constant co with cocp < 1 such that

h(t) < co(1+1)7P, (2.9)
then the function k satisfies
k() < —2—(1+1)P, (2.10)
1 —cocp

Proof. Note that k(0) = h(0) > 0. Now, we take t, = inf{t € R : k(¢) = 0}, so
k(t) >0 for all t € [0,1[. If tp € R", from (2.6) we get that —k * h(ty) = h(ty)
but this is contradictory. Therefore k(t) > 0 for all t € R{. Now, fix €, such that
0 < € <y — ¢y and denote by

ke(t) := ef'k(t), he(t) := e“"h(t). (2.11)

Multiplying (2.6) by e we get ke (¢) = he(t) + ke * he(t), hence

sup ke(s) < sup he(s) + (Jo coeleVs ds) sup ke(s)

s€[0,t] s€(0,t] se[0,t] (2 12)
<co+ sup ke(s).
Y =€) selo ‘
Therefore,
—-€
ke(r) < 2 =€) (2.13)
Yy —€—0Co

which implies our first assertion. To show the second part consider the following
notations:

kp(t) := (1+t)Pk(t), hy(t) := (1 +1)Ph(t). (2.14)
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Multiplying (2.6) by (1 +¢)?, we get

t
kp(t) = hy(t)+ J kp(t=s)(1+t—s)"P(1+t)Ph(s)ds, (2.15)
0
hence
sup ky(s) < sup hy(s) +cocp sup kp(s) < co+cocp sup ky(s). (2.16)
s€[0,t] s€[0,t] se[0,t] se[0,t]
Therefore,
co
= , 2.1
ky(t) < e, (2.17)
which proves our second assertion. O

Remark 2.2. The finiteness of the constant ¢, can be found in [10, Lemma 7.4].

Due to Lemma 2.1, in the remainder of this paper, we will use (2.5) instead of
(1.5) and (1.6). Denote by

(g0g)(8) := Lg(t—s)|(p(t) —o(s) |2 ds. (2.18)

The next lemma gives an identity for the convolution product.

LEmMMA 2.3. For g, ¢ € C'([0,0[: R),

1 1, 1d g
(CEXDTES —Eg(t)lgo(t)ler 58Be—5 - [qu)— (Lg(s)ds) |(p|2] (2.19)

The proof of this lemma follows by differentiating the term gUg.
The well-posedness of system (1.2)—(1.7) is given by the following theorem.

THEOREM 2.4. Let k; € C2(R*) be such that
ki —kL K/ =0 fori=1,2. (2.20)

If (uo, vo) € (HX(Q) N V)? and (uy,vi) € V X V satisfy the compatibility condi-
tions

0
%‘f‘ﬁulzo onTy,
v (2.21)

ov
adl +0v1 =0 only,

ov

then there exists only one strong solution (u,v) of the Timoshenko system (1.2)—
(1.7) satisfying

wv € L®(0, T; H*(Q)NV)nWE=(0,T; V) n W>* (0, T;L2(Q).  (2.22)



Mauro de Lima Santos 537

This theorem can be proved using the standard Galerkin method, for this
reason we omit it here.

3. Exponential decay

In this section, we study the asymptotic behavior of the solutions of system
(1.2)—(1.7) when the resolvent kernels k; and k, are exponentially decreasing,
that is, there exist positive constants b; and b, such that

ki(0) >0, ki(t) < —biki(t), ki'(t)=—bki(t), fori=1,2. (3.1)
Note that these conditions imply that
ki(t) < ki(0)e ™ fori=1,2. (3.2)

Our point of departure will be to establish some inequalities for the strong solu-
tion of Timoshenko system (1.2)—(1.7). For this end, we introduce the functional

E(t):=E(t,u,v) = %J |ut|2+(ﬁ—ocn)|u|2+|Vu|2dx

Cax+ 2|l -avvre2Rmax
Q

+% (ky (6) P —kiDu)dl“ﬁ%J (ka(8) vI? — K}0W) T
F1 1-‘1
(3.3)
LemMma 3.1. Any strong solution (u,v) of system (1.2)—(1.7) satisfies
d T 2 T1 49 2
5E(t)§—— |M,f| dl"1+—k1(t) |M0| dar,
+ 2K t)J jupdr - % |k oudr,
(3.4)

2 |Vt| dr,+ = kZ(t)J |Vo| dar,
I

+3k;(t)J |v|2dr1—3I Ky Ovdr).
2 I, 2 Jr,

Proof. Multiplying (1.2) by u; and integrating by parts over Q, we get

1d

EaJ’Q‘NM +Vul?+Blul? }dx aZJ —utd = rla utdfl. (3.5)
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Similarly, we have

1d
2dt Ja

ov

LAy —vdl. (3.6)

2 5 [ ou
{ vl +1vv +2F(v)}dx+ocizzljga—xivtdx =

Summing the above identities, substituting the boundary terms by (2.5), and
using Lemma 2.3 our conclusion follows. O

Let 6 > 0 be a small constant and define the following functional:

y(t) = J;) {m -Vu+ <g - 0)14}utdx+L2 {m -Vv+ (g - G)V}thx. (3.7)

The following lemma plays an important role for the construction of the Lya-
punov functional.

Lemma 3.2. For any strong solution of system (1.2)—(1.7),

dtw J mev( )+ v |?) dry - ef |+ || dx
—G)J IVulzdx——J |Vv|?dx
Q 2 Q

- (%8—6(2+6 )J F(v)dx

S

+J a—m-Vvdl"l——J m-v|Vul|>dly
T, ov 2 I

1
——J m-levIzdl“l—l—;J m - v|ul*dr;.
2 I 2 I

dx+J —m Vudl,

Proof. From (1.2) we obtain

%Jaut{m Vut (5 -6)u}ax

:J utm-Vutdx+<——9)J |ut|2dx+J Aum - Vudx
o Q

+(3 —G)J Auudx+ocZI ax,{”" vut (2 —0)u}dx
—,BJQu{m-Vu+ (5 —9>u}dx.

(3.9)
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Performing an integration by parts, we get

%j Am-Tur (5 -0)uf ax

<7J( m- v|ut| dr, - GJ |y | dx+J —m Vudl,

—% m-v|Vul? dl"l—(l—B)J 1V ul? dx+%J (VU +|Vv[2} dx
I

n 1 ov
+“(5‘6>§1Lax“d’c“f el D0 |l e
(3.10)

Similarly, using (1.3) instead of (1.2) we get

d n
ajﬂv:(m-Vv+ (E —9)1/) dx

Slj m-v|vt|2dl"1—9j |vt|2dx+J %m-Vvdl"l
2 Jr, Q r, ov

—% m-v\VvIzdl"l—(l—H)J \vwzdx—(f—e)(zw)J F(v)dx

+nJ F(v dx+—I {IVul>+|Vy|? }dx+oc(5—9)zj —udx
(3.11)

Summing these two last inequalities, using Poincaré’s inequality and taking 6
small enough our conclusion follows. O

We introduce the Lyapunov functional
L(t) = NE(t) + y(t), (3.12)
with N > 0. Using Young’s inequality and taking N large enough we find that
qoE(t) < £(t) < qE(t), (3.13)

for some positive constants gy and g;. We will show later that the functional &
satisfies the inequality of the following lemma.

LEMMA 3.3. Let f be a real positive function of class C'. If there exist positive
constants yy, y1, and ¢ such that

f1(t) = —yof(£) +coe M, (3.14)
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then there exist positive constants y and c such that

f) < (f(0)+c)e .

Proof. First, suppose that y, < y;. Define F(t) by

o— Y =it
F@)i= (0 + e

Then

F()= [0 = PEen < —yoF ()

Integrating from 0 to ¢ we arrive to

F(t) < F(0)e M — f(t)s(f(0)+ iL )e-yof.

Y1—%o
Now, we will assume that yy > y;, and we get
(1) < —pif(t)+coe ™t = [enf(1)] < co.
Integrating from 0 to ¢, we obtain
f(t) < (f(0)+cot)e M.
Since t < (y; — €)e" =9 for any 0 < € < y; we conclude that
F@) <[f0)+co(yr —€)]e .

This completes the proof.

Finally, we will show the main result of this section.

(3.15)

(3.16)

(3.17)

(3.18)

(3.19)

(3.20)

(3.21)

Tueorem 3.4. Take (ug,vo) € V? and (uy,v1) € [L*(Q)]2. If the resolvent kernels
ki and k; satisfy (3.1), then there exist positive constants oy and y, such that

E(t) < a1e"E(0), Vt=0.

(3.22)

Proof. We will prove this result for strong solutions, that is, for solutions with
initial data (uo, vo) € (H2(Q) N V)? and (uy,v;) € V? satisfying the compatibil-
ity conditions (2.21). Our conclusion follows by standard density arguments.
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Using Lemmas 3.1 and 3.2, condition (1.12), and Young’s inequality we get

jtif(t)sN{ “ﬁlj w2y + PP [ o,y
I
+T‘7ﬁlki(t)j |u|2dr1—“7/’)lf k{'Oudr,
T, I
IR P+ 220 [ vl
”ﬁzk (tj lv|2dT, — 2ﬁ2j k;’Dvdrl}

+%j m-v<|ut|2+|vt|2>dfl—0J e |2+ [ ve | >dx
I Q
(3.23)
—(1—9)&J |Vu|2dx—(1—e)&J 12 dx
2 2 Ja

Cdx (”7‘3 - 9(z+5)) JQF(V) dx

€c ou |? €

= 1| dry 4= | m-v|VulPdT
5 dry 26, rlm v|Vul=dl;

c ov |

S S| mevivv2dr
5 dr, 26, Flm v|Vv|=dTl,

1 _ T _ >
m-v|Vul=dl; m-v|Vv|“dl,
2 Iy 2 I

for any € > 0. Choosing N large enough, fixing € = &, and using the inequalities

2
L %1: dflsf:L L |* + K2 ul? + k1 (0) | K} | O+ k2 | ul? T,
1 5 12 1 (3.24)
J - drlsCf ve |2+ K212 + ko (0) | K, | v+ K2 |v|2dT,
I v Iy
we arrive to
515() —q2E(t) + cR*(t)E(0), (3.25)

dt

where R(t) = k;(t) + ky(t) and g, > 0 is a small constant. Here we have used
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assumptions (3.1) in order to obtain the following estimates:

—EJ k;'mudrlsclj K| Oudry,
2 Jr, Iy

1)
2

ké'Dvdl"l SCzj kéDvdl“l,
T T
1 1 (3.26)
EJ ki|u|2dF1S—C3J k1|u|2dr1,
2 I,

EJ kg|v|2dr1s—c4j ko|v[2dry,
2 Jr, I,

for some boundary terms in (3.23). Finally, in view of (3.13) we conclude that

D) < ~Lp(r) + R (DEO). (3.27)
dt q1

From the exponential decay of ki, k;, and Lemma 3.3 there exist positive con-
stants ¢ and y; such that

L(t) < {LO)+cle ™, Vi=0. (3.28)
From inequality (3.13) our conclusion follows. O

4. Polynomial rate of decay

Here our attention will be focused on the uniform rate of decay when the resol-
vent kernels k; and k; decay polynomially like (1 + ¢) 7. In this case we will show
that the solution also decays polynomially with the same rate. Therefore, we will
assume that the resolvent kernels k; and k; satisty

ki(0)>0, k(t) <—bi[k()]"?, k') =b[ kBT, fori=1,2,
(4.1)

for some p > 1 and some positive constants b; and b,. The following lemmas
will play an important role in the sequel.

LemMA 4.1. Let (u,v) be a solution of system (1.2)—(1.7) and denote by (¢, ¢>) =
(u,v). Then, for p>1,0<r<1,andt =0,

(J |ki |O¢idl,
Iy

t
<2/ ([ IR 1

) (1+(1=r)(p+1))/(1—=r)(p+1)

1/(1-r)(p+1)
) (4.2)

<[ g,
1
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while forr =0

) (p+2)/(p+1)

(J, I15g.ar
! 2 2 PH (4.3)
<2( [ oo s+ s M -

xj |k | 0gdry,  fori=1,2.
T

1

Proof. See [2]. O

LemMaA 4.2. Let f > 0 be a differentiable function satisfying

C1

f(())l/(x

(%]
(1+1)B

f’(t) < — f(t)1+1/0(+

f(0) fort=0, (4.4)

for some positive constants cy, ¢z, &, and f3 such that
Bza+]l. (4.5)

Then there exists a constant ¢ > 0 such that

C
(1+1)«

f(t) < £(0) fort=0. (4.6)

Proof. See [2]. O

Tueorem 4.3. Take (ug,vo) € V? and (uy,v1) € [L*(Q)]%. If the resolvent kernels
ki and k; satisfy conditions (4.1), then there exists a positive constant c such that

C

E(0). (4.7)

Proof. We will prove this result for strong solutions, that is, for solutions with
initial data (uo, vo) € (H*(Q) N V)? and (uy,v;) € V? satisfying the compatibil-
ity conditions (2.21). Our conclusion will follow by standard density arguments.
We define the functional & as in (3.12) therefore we have the equivalence rela-
tion given in (3.13) again. Combining Lemmas 3.1 and 3.2 we get

jtﬁf(t)s—cl{J |u,|2+|u|2+ [Vul>+ |vt|2+|Vv|2+F(v)dx
Q

" ov
I R

2

dx}—N{ ki'Du+k§'DvdF1} + & R*(1)E(0),
I

(4.8)
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for some positive constants ¢; and ¢,. Using hypothesis (4.1) we obtain
%Sf(t) < —CI{I |ut|2+ lul> + | Vul®+ |vt|2+ [Vv|?+F(v)dx
Q

+§L'§—;—u zdx} (4.9)

_N{J [—k{]lﬂ/(“l)lﬂudl"l +J [—ké]lﬂ/(PH)Dvdl“l}
I

I

+cR*(t)E(0).

Denote by

N(t)::J lue |+ a2+ [Vul2+ v |+ Vv*+ F(v) dx
Q

. (4.10)
dx k(0| uldri ko) | vRdr
F1 I‘1
Using the following estimates:
ko | uldr <c| 1vuldx
b o (4.11)
t)J [v|?dT, SCJ [Vv|?dx,
I Q
inequality (4.9) can be written as
d 2
ESB(t) < —aN(#) + c2R*(t)E(0)
(4.12)

_N{J [- k,]1+1/ P, dr, +J’ [—k;]lH/(PH)DvdFl}.
I, I

Fix 0 <r < 1suchthat 1/(p+1) <r < p/(p+1). Under this condition we have

* 7| r * 1 .
J() |k1| SCJO W<OO fori=1,2. (413)

Using this estimate and Lemma 4.1 we get

1+1/(1=r)(p+1)

711+1/(p+1) Cc g
Ll [ k ] Oudl, = E(0)V/(-n(p+D) (Jrl [ kl]Dudrl ’
1+1/(1=r)(p+1)
[ _ k/]1+1/(P+1)Dvdr ~ ; [ _ k’]DVdI‘ P
I, 2 ' E0)Va-nG \ 2 1

(4.14)
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On the other hand, since the energy is bounded we have
‘N‘(t)1+1/(17r)(p+1) < CE(O)I/(lfr)(pH)N(t)' (4_15)

Substitution of (4.14) and (4.15) into (4.12) we arrive to

d c
Eiﬁ(t) = —WNO)IH/“*”(PH) + cR*(t)E(0)
c 1+1/(1=r)(p+1)
~ E(0)/(-n(p+D) {(Ll [_kl]D”drl) (4.16)

1+1/(1=r)(p+1)
+(J [—k;]mdrl) }
I

Taking into account inequality (3.13) we conclude that

d

7 P(1)HVA=NPHD 4 (R2(£)E(0). (4.17)

C
£(t) < T P(0)V-N(p+D)

Therefore, from Lemma 4.2 we conclude that

() < 7<£(0). (4.18)

c
(1 + t)(lfr)(pﬂ
Since (1 —r)(p+1) > 1 we get, for ¢ > 0, the following estimates:

tHlull ey + v, < t£(t) < oo,

t t (4.19)
[ Wiy + ey < ¢ 200 <.
Under this condition applying Lemma 4.1 for r = 0 we get
1+1/(p+1)
711+1/(p+1) Cc ’
Jrl[_kl] Dudrle(O)lM(Ll[—kl]udﬂ) 5
(4.20)

1+1/(p+1)
E(O)l/(p+1) )

Jo, -1 v = o (J [~ ks]vary

Using these inequalities instead of (4.14) and reasoning in the same way as
above, we conclude that

%&B(r) < ¢ )§E(t)1+1/(1’+1) +cR*(t)E(0). (4.21)

_gwp(o)l/(pﬂ
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Applying Lemma 4.2 again, we obtain

(1) < W&B(O). (4.22)
Finally, from (3.13) we conclude

E() < WE(O), (4.23)
which completes the present proof. O

Acknowledgment

The author expresses the appreciation to the referee for his valued suggestions
which improved this paper.

References
[1] M. Ciarletta, A differential problem for heat equation with a boundary condition with
memory, Appl. Math. Lett. 10 (1997), no. 1, 95-101.
[2] M. de Lima Santos, Asymptotic behavior of solutions to wave equations with a memory
condition at the boundary, Electron. J. Differential Equations 2001 (2001), no. 73,
1-11.
[3] M. Fabrizio and A. Morro, A boundary condition with memory in electromagnetism,
Arch. Rational Mech. Anal. 136 (1996), no. 4, 359-381.
[4] J.U.Kim and Y. Renardy, Boundary control of the Timoshenko beam, SIAM J. Control
Optim. 25 (1987), no. 6, 1417-1429.
[5] J.-L.Lions, Quelques Méthodes de Résolution des Problemes aux Limites Non Linéaires,
Dunod, Paris, 1969 (French).
[6] Z. Liu and C. Peng, Exponential stability of a viscoelastic Timoshenko beam, Adv.
Math. Sci. Appl. 8 (1998), no. 1, 343-351.
[7] J. E. Mufoz Rivera and D. Andrade, A boundary condition with memory in elasticity,
Appl. Math. Lett. 13 (2000), no. 2, 115-121.
(8] , Exponential decay of non-linear wave equation with a viscoelastic boundary
condition, Math. Methods Appl. Sci. 23 (2000), no. 1, 41-61.
[9] T. H. Qin, Global solvability of nonlinear wave equation with a viscoelastic boundary
condition, Chinese Ann. Math. Ser. B 14 (1993), no. 3, 335-346.
[10] R. Racke, Lectures on Nonlinear Evolution Equations. Initial Value Problems, Aspects
of Mathematics, vol. E19, Friedr. Vieweg & Sohn, Braunschweig, 1992.
[11] D.-H. Shi and D.-X. Feng, Exponential decay of Timoshenko beam with locally dis-
tributed feedback, IMA J. Math. Control Inform. 18 (2001), no. 3, 395-403.
[12] D.-H. Shi, S. H. Hou, and D.-X. Feng, Feedback stabilization of a Timoshenko beam
with an end mass, Internat. J. Control 69 (1998), no. 2, 285-300.
[13] S. Timoshenko, Vibration Problems in Engineering, Van Nostrand, New York, 1955.

MAURO DE LIMA SANTOS: DEPARTMENT OF MATHEMATICS, FEDERAL UNIVERSITY OF
ParA, CamMpUs UNIVERSITARIO DO GUAMA, Rua AuGcusto CorrEa 01, CEpP 66075-110,
PARA, BrRAZIL

E-mail address: ls@ufpa.br


mailto:ls@ufpa.br

Mathematical Problems in Engineering

Special Issue on
Time-Dependent Billiards

Call for Papers

This subject has been extensively studied in the past years
for one-, two-, and three-dimensional space. Additionally,
such dynamical systems can exhibit a very important and still
unexplained phenomenon, called as the Fermi acceleration
phenomenon. Basically, the phenomenon of Fermi accelera-
tion (FA) is a process in which a classical particle can acquire
unbounded energy from collisions with a heavy moving wall.
This phenomenon was originally proposed by Enrico Fermi
in 1949 as a possible explanation of the origin of the large
energies of the cosmic particles. His original model was
then modified and considered under different approaches
and using many versions. Moreover, applications of FA
have been of a large broad interest in many different fields
of science including plasma physics, astrophysics, atomic
physics, optics, and time-dependent billiard problems and
they are useful for controlling chaos in Engineering and
dynamical systems exhibiting chaos (both conservative and
dissipative chaos).

We intend to publish in this special issue papers reporting
research on time-dependent billiards. The topic includes
both conservative and dissipative dynamics. Papers dis-
cussing dynamical properties, statistical and mathematical
results, stability investigation of the phase space structure,
the phenomenon of Fermi acceleration, conditions for
having suppression of Fermi acceleration, and computational
and numerical methods for exploring these structures and
applications are welcome.

To be acceptable for publication in the special issue of
Mathematical Problems in Engineering, papers must make
significant, original, and correct contributions to one or
more of the topics above mentioned. Mathematical papers
regarding the topics above are also welcome.

Authors should follow the Mathematical Problems in
Engineering manuscript format described at http://www
.hindawi.com/journals/mpe/. Prospective authors should
submit an electronic copy of their complete manuscript
through the journal Manuscript Tracking System at http://
mts.hindawi.com/ according to the following timetable:

‘ Manuscript Due March 1, 2009

‘ First Round of Reviews | June 1, 2009

‘ Publication Date September 1, 2009

Guest Editors

Edson Denis Leonel, Department of Statistics, Applied
Mathematics and Computing, Institute of Geosciences and
Exact Sciences, State University of Sdo Paulo at Rio Claro,
Avenida 24A, 1515 Bela Vista, 13506-700 Rio Claro, SP,
Brazil; edleonel@rc.unesp.br

Alexander Loskutov, Physics Faculty, Moscow State
University, Vorob’evy Gory, Moscow 119992, Russia;
loskutov@chaos.phys.msu.ru

Hindawi Publishing Corporation

http://www.hindawi.com



http://www.hindawi.com/journals/mpe/
http://www.hindawi.com/journals/mpe/
http://mts.hindawi.com/
http://mts.hindawi.com/

	1Call for Papers-4pt
	Guest Editors

