STABLE APPROXIMATIONS OF A MINIMAL SURFACE
PROBLEM WITH VARIATIONAL INEQUALITIES

M. ZUHAIR NASHED AND OTMAR SCHERZER

ABSTRACT. In this paper we develop a new approach for the stable approx-
imation of a minimal surface problem associated with a relaxed Dirichlet
problem in the space BV(Q2) of functions of bounded variation. The problem
can be reformulated as an unconstrained minimization problem of a func-
tional J on BV(Q) defined by J(u) = A(u) + fan |Tu — ¢|, where A(u) is
the “area integral” of u with respect to €, T is the “trace operator” from
BV(Q) into L'(99Q), and ¢ is the prescribed data on the boundary of Q.
We establish convergence and stability of approximate regularized solutions
which are solutions of a family of variational inequalities. We also prove
convergence of an iterative method based on Uzawa’s algorithm for imple-

mentation of our regularization procedure.

1. INTRODUCTION

The minimal surface problem or the problem of Plateau is one of the oldest
problems in the Calculus of Variations. See for example [19] (pp. 72-73). In
the classical and simplest version, given a regular bounded domain Q C IR?
with smooth boundary 092 and prescribed smooth boundary function (data)
¢, we seek a function u € C'(Q) which has these boundary values and
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minimizes the surface area functional
(1) S(u) :/1/1+\Vu|2.
Q

Letting T' := {u € C*(Q) : u = ¢ on Q} and Iy := {h € C1(Q) : h =
0 on 00}, it is easy to show that the functional S is strictly convex on
I'; thus seeking the unique minimizer of S on I' is equivalent to solving the
variational equality 6.S(u; h) = 0 for all h € T'y, where §S(u; h) is the Gateaux
variation of S at u in the direction h. If the set of admissible minimizers
is taken to be I' N C%(Q), then a standard argument using Green’s theorem
shows that the minimizer of (1) satisfies the minimal surface equation

Let W be a subset of a vector space V. Recall that a functional S on W
has a one—sided Gateaux variation at ug € W if for each h € V for which
ug + th € W for sufficiently small positive ¢

67 S(up; h) = lim S(uo + th) — S(uo)

t—0+ t

exists in the extended real numbers. Suppose the functional S has a one—
sided Gateaux variation at a point ug € W. Then a necessary condition for
S to have a minimum at wug is that

(2) 6T S (up;u — ug) >0

for all u € V for which 6% S (ug; u —ug) exists. For convex functionals, condi-
tion (2) is also sufficient. Thus a necessary and sufficient condition for ug to
minimize a convex functional S is that ug satisfies the variational inequality
(2). Without additional “regularity” assumptions on the domain W and the
functional S, it is not possible to derive an equation or even a wvariational
equality that a minimizer satisfies. If W is a subspace (a kind of regularity on
the domain), then clearly the variational inequality (2) becomes a variational
equality. Furthermore, under some smoothness assumptions (regularity) on
the functional S it is usually possible to show that the variational equality
is equivalent to an equation involving ug only. All this is clearly illustrated
by the above discussion of the classical minimal surface problem.

In recent years there has been considerable interest in a variety of minimal
surface problems for which the classical theory of the calculus of variations
does not apply and the types of regularity mentioned above are not satisfied.
This is the situation in the setting of this paper.
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Recent developments in minimal surface problems are along three direc-
tions. In one direction the aims have been to treat the problem of Plateau
in its full generality using measure-theoretic methods, to present a theory
of minimal hypersurfaces in arbitrary dimension and for arbitrary boundary
data, and to treat global/topological aspects. For some results and perspec-
tives on these developments see the books of Giusti [8], Nitsche [17], Osser-
man [18], Fomenko [7], and the papers by Ball [1], Ball and Murat [2],
Jenkins and Serrin [12], Nitsche [16] and related references cited therein. Of
particular relevance to this paper are the advances culminating in the treat-
ment of the Dirichlet problem for the minimal surface equation in its relaxed
formulation. For an excellent treatment of this formulation see Giusti [8].
This required the reformulation of that problem as an unconstrained mini-
mization problem on the space of functions of bounded variation, thereby
posing an interesting optimization problem in nonreflexive Banach spaces,
for which standard optimization theory (developed principally for reflexive
Banach spaces) does not apply. The second direction of recent developments
in minimal surface problems focuses on numerical (approximate) treatment
(including numerical experiments and computer—aided discovery of minimal
surfaces) for both the classical version and along the extensions described
above. For some results and perspectives on these topics see Jouron [13],
Concus [3], Hoffman [11], Dacorogna [4], Ekeland and Temam [5], and related
references cited therein. The third direction is concerned with applications,
particularly to soap films, crystals and optimal design (see for example,
Hildebrandt and Tromba [10]), and to elasticity (see for example, Ball [1]).

The purpose of this paper is to show that the framework and theory of
stable approximations of nondifferentiable optimization problems in nonre-
flexive Banach spaces, developed recently by the authors [15], can be adapted
to provide an algorithm for stable approximations for the relaxed Dirichlet
problem for a minimal surface problem.

To put some key issues in perspective we make some remarks that high-
light differences between optimization theory in reflexive and nonreflexive
Banach spaces.

Optimization theory (existence, uniqueness, and stability) in nonreflexive
Banach spaces is more subtle than the theory in reflexive Banach spaces.
This is partly due to the fact that the weak topology of a Banach space does
not coincide with the weak—star topology of its dual. As a consequence the
Alaoglu-Bourbaki-Kakutani theorem and the Mazur theorem in functional
analysis, which are central to the role that the weak topology plays for
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optimization theory in reflexive Banach spaces, have no direct relevance
for optimization in nonreflexive spaces. Another marked difference arises
in consideration of stability of minimizing sequences. We indicate this by
the following situation, which is important to the framework of this paper:
For a function f € BV(Q) (the space of functions of bounded variation) it
cannot be expected (in general) to find functions f; € C°°(Q2) such that
fi — fin LY(2) and [|D(f; — f)| — 0, where D denotes “differentiation”.

This is due to the fauctQ that the closure of the C*°—functions with respect to
the BV-norm is the Sobolev space W1 (Q) [8]. This shows that functions
of bounded variation, which are not in W1!(Q) (like piecewise constant
functions), cannot be approximated by a family of smooth functions with
respect to the bounded variation norm.

Existence and uniqueness of solutions of various classes of optimization
problems in nonreflexive Banach spaces have been studied in the literature.
However, questions of stability with respect to the input data have not been
satisfactorily addressed, partly due to the difficulty in the situation described
above. To overcome this difficulty, stability questions can be considered in
“weaker” norms. This approach is often unsatisfactory when the solution to
be approximated is smooth, as it is the case in the minimal surface problem
(see Proposition 3.1). A more satisfactory approach from the point of stable
approximations is to consider a family of modified functionals on Hilbert
spaces (which are appropriately embedded in the nonreflexive Banach space)
and to consider the minimizers of the modified functionals as approximate
solutions of the original problem. This idea was recently used by the authors
to study optimization methods in nonreflexive Banach spaces [15].

In Section 2 we summarize results which are minor modifications of those
in [15], specifically adapted for application to a minimal surface problem.
In Section 3 we develop a new approach for the stable approximation of
a minimal surface problem associated with a relaxed Dirichlet problem as
formulated in Giusti [8], and establish convergence and stability of this proce-
dure based on the results in Section 2. In Section 4 we prove convergence of
an iterative implementation for the stable numerical procedure developed in
Section 3.

2. NONSMOOTH OPTIMIZATION IN NONREFLEXIVE SPACES

Motivated by a class of inverse problems (source identification and image
restoration) the authors have recently studied stable methods for approxi-

mating solutions of optimization problems in nonreflexive Banach spaces. In
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this section we consider a variant of the setting and results in [15], adapted for
applicability to a minimal surface problem considered in this paper. We omit
the proofs since they follow the same arguments as in [15]. Let Dand Y be
(not necessarily reflexive) Banach spaces, ® : DxY — IR, and k : D — IR be
nonlinear (not necessarily differentiable) functionals satisfying certain condi-
tions (see below). The space Y will be referred to as the data space. For
a given perturbed data ¢° of the exact data ¢, we consider the following
minimization problem:

(3) iréig J(v), where J(v) := ®(v,¢°) + k(v) .

We associate with the problem (3) a family of “regularized” minimization
problems on real Hilbert spaces D. (with norms ||.||p, and inner products

(+)p.):

. 1
(1) min Z(o), where () = B(0,6°) + ke(v) + 5e(e) ol
where e(g) > 0, such that for each vector € of positive numbers the problem
(4) has a unique solution which, moreover, can be characterized by a varia-
tional inequality. The goal of this section is two—fold:

e to develop tractable sufficient conditions under which these two require-
ments are met, and
e to establish convergence of the approximate solutions to a solution of

the original minimization problem.

Note that the family of regularized optimization problems (4) entails modi-
fications of both the functional J and the domain D. The exact nature of
these modifications is given below, and is tailored to achieve the two objec-

tives stated above.

Existence and Uniqueness. It is well known that for fixed vector € of
positive numbers, the problem (4) has a unique minimizer (denoted by u),
which can be characterized as the solution of the wvariational inequality

e(e)(v,v —u)p, + P (v, ¢5) + ko(v) — @(u, <Z>5) — ke(u) >0

for all v € Dy,

if J-(v) is a weakly lower semicontinuous, proper convex functional on Dk.
For a proof see, for example, Section 4 of Chapter 1 in [9].
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Stability. The next theorem provides sufficient conditions under which the
solutions of the optimization problem (4) are stable with respect to pertur-

bations in the data y.

Theorem 2.1. Let € be a vector of fixed positive numbers, and write € > 0.
Assume that
1. J(v) is a weakly lower semicontinuous, proper conver functional on
D..
2. ke and ® are positive functionals.
3. The functional ® is Lipschitz continuous with respect to the data ¢,
i.e., for all w € D,

|@(w, ) — B(w,¢°)| < Cr0,  for|lp—¢°|| <6

Then each minimizing sequence {ugﬂ} of the functional in (4) (where in (4)
¢° is replaced by ¢* and ||¢* —¢|| < 8,) converges as &, — 0 to a minimizing
element of the problem (4) (where now in (4) ¢° is replaced by ¢).

(Weak) Convergence. We next state additional conditions under which
the minimizers of the functionals in (4), which have been shown to be stable
with respect to perturbations in the data ¢, also provide approximate solu-
tions of the original minimization problem (3), and so the family of mini-

mization problems (4) provides a regularization method:

4. The Hilbert spaces D. have continuous embeddings in the (nonre-
flexive) Banach space D, and D itself has a compact embedding in

some reflexive Banach space Z.
5. For all w € D, ¢, ¢’ € Y satisfying ||¢? — ¢|| < 6

|@(w, ¢) — 2(w,¢")] < C1d.
6. The minimum of the functional J is attained at u € D.
7. There exist sequences g, > 0, n, € D,,, with the properties
e(en) Imallp,, — 0,

liine%flp {ks, (1) + (1, #)} < k(u) + D(u, ) .

8. For all vectors ¢ of positive numbers and all u € D,
ul|p < CoJe(u) + Ds .
9. For given data ¢ the functional

O (v, ) + k(v)
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is lower semicontinuous on D with respect to the norm on Z, i.e., if
v, € D and v, — v in Z, then v € D, and

O (v, ¢) + k(v) < liminf {P(vy, @) + k(vn)}-

Theorem 2.2. Let assumptions 1 - 9 be satisfied. Then each minimizing
sequence {u&} of J- has a subsequence which converges as &, — 0 to a
minimizing element of J with respect to the norm on Z. If the minimizer

of J is unique, then {ug”n} s convergent.

3. A MINIMAL SURFACE PROBLEM AND A STABLE PROCEDURE FOR ITS
APPROXIMATE SOLUTION

In this section, we apply the general result of Section 2 to an algorithm
for the stable approximation of the following minimal surface problem:

Let Q C IR?, d > 2 with C'-boundary dQ. We define the space BV(f) of
functions of bounded variation on 2 by

BV(Q) — {u e L'(Q) -

/\Du! = sup{/uv.g :9=1(91,-,94) € C&(Q,Bd),
Q Q

d
rmmﬁ—ihﬂmngeQ}<w}
=1

It is easy to see that we can use in the definition of BV(Q2) the following
equivalent definition of [ |Dul|
Q

/’DU| = sup{qug g = (glv "'agd) € C(%(Q?]Rd)v
0 Q
ramP—ELwﬂmngeg}

Following Giusti [8], we define for u € BV(2) the area integrand of u with
respect to 2 by

(6) Alu) = / J1+ | Duf? dz
Q
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where

/\/1 + |Du|? dx
o)
(7) = SUP{/ <9d+1 +Uigi> dr :
O

=1
gz@wwme%mﬂwmm§q

The Dirichlet problem for the minimal surface problem is to find a function
u of minimal area A(u), as defined in (6) — (7), in the class BV(Q) with
prescribed data ¢ on 0f2.

For the minimal surface problem associated with (6) — (7), it is shown in
Section 4 of Chapter 14 in [8] that the solution of the Dirichlet problem
for this minimal surface problem can be reformulated in terms of an uncon-
strained minimization problem of the functional [J defined on D := BV (Q)
by

T(w) = Aw) + [ [Tu=
o0

where T is the trace operator from BV(Q) into L!(99). For a precise defi-
nition of the trace operator in this setting see Evans and Gariepy [6]. This
definition requires major technical modifications of the “classical” notion of

trace, since mean values of a function have to replace point evaluations.

Proposition 3.1. (Proposition 14.3 in [8]) Let ¢ € L'(02). Then
inf {A(u) : we BV(Q), u=¢ on I} =inf{T(u) :u e BV(Q)}.

In Theorem 14.5 in [8] it is shown that J (u) attains its infimum on BV(2).
Together with Proposition 3.1 this establishes the existence of a solution
of the Dirichlet problem for the minimal surface problem. In [8] (see pp.
169-171) it is also shown that the solution of the Dirichlet problem for the
minimal surface problem is locally smooth, which especially guarantees that
the minimizing element of J(u) is in W11(2). The following proposition
follows immediately from these observations:

Proposition 3.2. Let ¢ € L'(09). Then

inf {J(u) :u € WH(Q)} =inf{J(u) : u € BV(Q)}.
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Based on these considerations the numerical solution of the Dirichlet
problem for the minimal surface problem with a finite element method was
proposed by Jouron [13], where it is shown that the finite element approx-
imations converge with respect to the W1!(Q)-norm. In this paper we are
concerned with continuous dependence of the solution of the minimal surface
problem on the input data ¢°; e.g. these considerations are important if
measurement errors in the data ¢ have to be taken into account. Based on
the theoretical results in Section 2 an approximation 7. of J is introduced,
which allows stable calculation of the minimizing elements, and for appropri-
ately chosen parameter € we prove that the approximate solutions converge
to a solution of the minimal surface problem.

Let € = (e1,e2), where €1, ¢e9 are positive numbers. Consider the functional
J- : W25(Q) — IR defined by

®) Jov) = 2l +tllvle + / 1+ 902+ / T - &)

here, as usual, W2*(Q) (s € IN) denotes the Sobolev space of functions with
square integrable derivatives up to order s.

Notation 1 In order to use the general results in Section 2 we first reformu-
late the minimal surface problem and its approrimations in the framework
of Section 2. To this end, let

e D:=BV(Q),D. := W25(Q), Z := LP(Q),Y := LY(09), where 1 < p <

d
d-1-

o (_5) =e€1€
k(v) : g{\/l + Vo2, ko(v) ::Sj)\/l + [Vo|? +<€1§£‘U‘.
P (v 7¢5)'==5£!1”)—'¢5L

Before we prove stability and convergence of the minimizers of the func-
tional J.(¢°) we introduce some notation: Let Bg be a sphere of radius R
surrounding , let v € WH(Q), let ¢ € WH(Bg\Q) be an extension of
¢ € LY(09Q) (for the existence of such an extension see [8]) and define

@ =wuin Q and @ = ¢ in Br\Q.
Then @ € BV(Bg) (see [8]). Analogously it can be shown that ¢ defined by

$=0inQ, ¢=¢in BR\Q
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is an element of BV(Bpg). From the definition of A (applied to Bg instead
of Q) it follows that

/\/1+|D(ﬂ—¢3)\2:/\/1+\Vu|2+/\Tu—qb].
Bgr Q 15)9)

We next use these observations to prove the following weak lower semicon-

tinuity results:

Lemma 3.3. Let u, € BV(Q), u € LY(Q), such that u, — u in L'(€).
Then u € BV(Q). Let G, and @ be defined as above. Then

/\/1+|D(a—a3)l2ghmmf/\/1+|D(an—a3)l2.
Br Br

In particular, if u, € WH1(Q), then

/\/1+|D(a—q3>!2ghmmf{/,/u|Vun|2+/\Tun—¢|}.
Br Q 89

If additionally v € WH1(Q), then

/W—i—/@u—@ﬁliminf{/Wﬁ-/’TUn—¢‘}.
Q o Q o0

Proof. Since

/|Du| = sup {/uv.g c9=1(91,--,94) € C&(Q,Rd), lg| < 1}
Q

Q

= sup {nlgrgofunv-g 19 = (01, 90) € Co(, RY), |g] < 1} :
Q

it follows that
/\Du| Sliminf/|Dun|,
nelN
Q Q

which proves that v € BV(Q). The remaining assertions follow from the
remarks preceding Lemma 3.3. =

Using Lemma 3.3 we next prove that the minimizers of the functional J.
defined in (8) are stable with respect to perturbations of the data ¢.

Theorem 3.4. Let € = (e1,£2) where £1,e2 are positive numbers.
e For each ¢° € LY(09), there exists a unique element u.(¢?) € W25(Q)
which minimizes the functional J., defined in (8).

o If ¢ = ¢ in LY(OQ), then u.(¢?) — uc(p) in W5(Q).
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Proof. For a fixed ¢, the existence and uniqueness of the minimizer of 7.
follow immediately from the general results in Section 2. Since W?23(Q)
can be compactly embedded into L'(Q), it follows from Lemma 3.3 that
J- is weakly lower semicontinuous on W?2*(2). Finally, the stability of the
minimizers of 7 with respect to data perturbations follows from Theorem
2.1. =

Under the general assumptions of this section it is not known if the solution
of the minimal surface problem is necessarily unique. However, any two

solutions must differ by a constant (see Proposition 14.12 in [8]).

For the rest of this section we consider minimal L!'-norm (briefly minimal)
solutions of the minimal surface problem.
Definition 3.5. Let d = inf{J(u) : u € BV(Q)}. An element u is called a

minimal (L*-norm) solution of the minimal surface problem if it satisfies

Jw) = d

IN

lull 1 (o) |ull1(qy for all w which satisfy J(u) = d.

Lemma 3.6. There exists a minimal solution of the minimal surface problem.
Proof. Let ug be any solution of the minimal surface problem. Then
{u:T(w)=d} C{ug+c:ce R}.
Let ¢, be a sequence of real numbers such that
luo + cnllp1(q) — inf.
From triangle inequality,
|cn|meas($2) < |len +uol[ L1 (o) + [[uoll L1 (@) < inf +||uol|L1(q) < oo for n — oo.

Therefore the sequence {c,} is bounded in IR and consequently has a conver-
gent subsequence, which will be again denoted by {c¢,}, i.e., ¢, — ¢, and
therefore

d:liné]ii{/lf{A(uo—l—cn)—i-/]u0+cn—¢5} :A(u0+c)+/|uo+c—¢5],
o9 o9
and

[uo + enllL1 (@) = lluo + ¢l 1(q) for n — oco.

Consequently ug-+c is a minimal solution of the minimal surface problem. =

To prove that the family of functionals 7. provides a regularization method
in the sense of Theorem 2.2, we use the following lemma:
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Lemma 3.7. Let u € WHY(Q). Let {p,} be a monotonically decreasing
sequence of positive numbers that converges to zero. Then there exists a
sequence {n,} € W2*(Q) which satisfies:

® f’nn_ﬂ‘g%
Q

o [[VI+|Vn|?—[V1I+[|Vu?| <8
9 Q

o | |Tn,—Tul < .
o0

Proof. Since C*°(Q) is dense in W11(Q) and since the trace operator T from
WhHL(Q) into L1(09) is continuous (see e.g. [6]), there exists a sequence

{nn} € C°(Q) such that ||n, —ullw11(q) < & and [|[Tn, — Tull1190) < 5
The second assertion follows from the inequality

J (VL+19ml = 1+ [7)

IN

J 193] = 19l
Q

IN

/’vnn_vﬂ|- u
Q

Using Lemma 3.7, Lemma 3.3, and Theorem 2.2 as the essential ingredients,

we next prove that the minimizers of J. are convergent.
Theorem 3.8. Let ¢* satisfy

1™ — bl 11 (a0) < & — 0.

Let n, € W25(Q) and p, be chosen as in Lemma 3.7, and let {g,} =
{(e1n,€2n)} be a sequence with positive numbers €;,,i = 1,2, such that

e, 1§y2.0 () — 0- Then, as
On
Pn 0, and — — 0,
€1,n €l,n
we have

/\/1+|Vu§”n|2+/\Tug—¢5”]—>/1/1+!Vy\2+/]T@—(ﬁd”],
Q o Q o0

where v is a minimal solution of the minimal surface problem. Moreover,
each subsequence of {ué’;} has a (weakly) convergent subsequence and the
limit of every (weakly) convergent subsequence is a minimal solution, i.e., if

we denote by {u&} a (weakly) convergent subsequence, then

{ug”n} — u in LP°(Q), {u&} —wuin LP(Q), 1<p<p= d;fl



MINIMAL SURFACE PROBLEM 149

Proof. The proof consists of verification of the assumptions of Theorem
2.2. For this the notation and definitions introduced after the statement
of Proposition 3.2 (see Notation 1) are used. In addition we let a(u,v) :=
(u,v)yw2.5(q), Where (.,.)y2s(q) denotes the inner product on the Sobolev
space W25(Q) and

Jelw) = 5e(e) alu,u)

It follows from Lemma 3.7 and the assumptions of the theorem that there
exist sequences {n,}, {&,} which satisfy

Jen (M) — 0 and
limsup {kz, () + e, (M, @)} = limsup {k(n,) + P(n, @)} < k(w) +P(u, ¢).
nelN nelN

Using the triangle inequality it follows that ® satisfies (5).
To verify the coercivity condition of assumption 8 for the functional J., we
first prove that for all u € W1H1(Q)

Q/|ur sé{g/mr +8£ m},

where (] is a constant independent of u. One can show that Tu € L (0Q2) for
each u € WH1(9Q) (see, for example, [6]). Moreover, for every Tu € L'(99)
there exists (see e.g. [8]) a function f € W1(Q), which satisfies Tf = T,
and

£ lwraggy < CollTull 11 a0y,

where the constant Cy is independent of Tw and f. Since T'f = Tu on 0%,
it follows from Sobolev’s inequality (see e.g. page 122 in [5]) that

/’f—u|§é1/\Vf—Vu\,
Q

Q

where C} is a constant independent from f and u. Consequently

[lal < & [ Qvul+1941+ 111}
Q Q

< él/|Vu|+0102||TU||L1(6Q)-
0
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With the notation C' := max {C’l, C’l C'Q} it follows from above that

lulwraey < (€ +1) [Vl + CITulz o0

Q
€+ 1) [ 14190+ CITu = Pllzsgom) + CléPll 1o
Q

< (CH+1D)T(w) + Cllé | L ony,

IN

which shows that assumption 8 is satisfied.

In the case 1 < p < d%'ll, the embedding of W1(Q) into LP(Q) is compact
and from Lemma 3.3 it follows that ®(v,¢) + k(v) (for fixed ¢ € L*(9))
is lower semicontinuous on BV () with respect to the norm on LP(Q2), i.e.,
assumption 9 is satisfied. It then follows that there exists a minimizer of
®(v, ) + k(v), since & and k are positive, so assumption 6 is satisfied.
Therefore, Theorem 2.2 is applicable, hence {ug} has a subsequence which
is convergent to a solution of the Dirichlet problem for the minimal surface
problem with respect to the LP(€)-norm.

Now we show that the (weak) limit of each subsequence is a minimal solution
of the minimal surface problem. Let {ug”n} be a convergent subsequence in
LY(Q) to @ — note that {ul} converges weakly to @ in LP(Q), p = d%‘ll
and strongly in L!(Q). Let u be a minimal solution of the minimal surface
problem. Then by the definition of u&, it follows that

1 nEana(ud —i—sln/\u‘g’l\—i—/\/l—i—wup /\Tu—qﬁ]
< e nagna( +81n/|u@1|+/\/1+wugﬂ|2 /]Tu‘;” o
< einernalud +eln/|u5"|+/\/1+|m|2 /mﬂ o™
+ dymeas(02)
< 51,n52,na(77na77n) +51,n/|77n‘ + / A/ 1+ ‘VT]n|2 + / ’TT]n - ¢5n|
Q Q oQ
+ d,meas(0Q2)

< crneanonma) + e [ Il + [ /14 VuP + [ 1Tu—o¥
Q Q N

+  pn + Smeas(09) ,
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where p, is as in Lemma 3.7. Since as §, — 0

E1,n€2,n0(Nns M) + E1,m / || + pn + dymeas(02) — 0,
Q
it follows using the third and fifth links of the above chain of inequalities

that
lim sup {/ 1+ |Vul |2+ / ITu?;z - ¢6”|}
oN

nelN 5
< [ [ Tu-e
Q o0

Using the first and third links of the above chain of inequalities it follows
that

ne

limsﬂgp {52,n||u§”n|l%m,s(g) +/u2\}
Q

IN

pn + 25, meas(0N) }

. 2
lim {52,n||77n”w2’5(9)+/|77n|+ -
Q b

< /!@\-
Q

Finally, since {uX} — @ in L'(), we obtain
il 110y < lminf [Jud || 110y < lmsup [9nllr19) < llulpig)-

This shows that @ is a minimal solution of the minimal surface problem. m

4. AN ITERATIVE IMPLEMENTATION FOR THE STABLE NUMERICAL
SOLUTION OF A MINIMAL SURFACE PROBLEM

Uzawa’s algorithm and the augmented Lagrangian technique have been
found to be efficient procedures for solving minimization problems for nondif-
ferentiable functionals (see e.g. Glowinski [9]). The goal of this section is to
characterize the minimizer of 7. by Lagrange multipliers and use this char-
acterization to compute the minimizer of J; via Uzawa’s algorithm. Let [, ®
be functionals on W?2%(Q) defined by

)=z [l e@= [To-¢
Q o0

where 7 is a fixed positive number, 7T is the trace operator, and ¢° € L?(09).
The functional [, ®, and k (as introduced in Notation 1 following Proposition
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3.2) are such that the functional k := k 4+ + ® is a lower semicontinuous,

proper convex functional.

Let a(.,.) = (., )w2.s(q)- It is well known (see e.g. [9]) that if  satisfy the
above property, then the minimizer of

1
J=(v) = k(v) + ielaga(v,fu)
is unique and can be characterized as the a unique solution of the variational
inequality
9) e1e9a(u,v — u) + k(v) — k(u) > 0.

To characterize in a simpler way the solution of (9) and thus the minimizing
element of J. we use a further assumption on 2. We tacitly assume that €2 is
C™-regular, where m > s (and s is the index of the Sobolev space W?2((2)).
Then each point z in a p-neighborhood of 9Q, U, := {y € Q : d(y, Q) < p}
can be represented in a unique way by the following formula x = xo—An(zg),
where 1z is the point of minimal distance on the boundary to x, n(x) is the
normal vector on d92 (||n|| = 1), and A is a positive number.

If ¢ € C™(09), then the function

(1- @)4’” b(zo) xel,

flz) =
0 ze€Q-U,

1

satisfies f € C™(Q), [|fI> < [ C [ |[¢|? where C is a constant.
Q 1-p 00

Since each boundary data ¢ € L?(99) can be approximated by a sequence
{v,} € C™(0N)) with respect to the L?(9€))-norm, there exists a sequence

{fn} € C™(Q) such that

[l >0, [1T8. =6l 0.
Q o0

We summarize this result in the next lemma:

Lemma 4.1. Let Q be a C™regular bounded domain and ¢° € L?*(952).
Then there exists a sequence of functions g, € W2*(Q) such that

ITgn — ¢°ll22(00) = 0 and ||gnll12() — 0.

Here Tg, denotes the trace of g, € W>5(Q).
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Let
A={ue L2(8Q) p(z)] <1 ae. on 00}
and
A= {p € LQ(Q) s |fa(x)|] <1 ae. on Q}.

Using this notation we state

Theorem 4.2. Let Q be a C™ regular bounded domain and ¢° € L*(99).
Then the solution of (9) can be characterized by the existence of (Lagrange)

multiplier functions A € A, X € A such that

Vu .
(10) e1ea(u,v) + (, Vv) + 81/)\1) + / Av = 0.
V1+|Vul? 12(Q) 2 A

Mu—¢°) = |u—¢°| a.e. on 09,
(11) .
Au = |ul a.e. on Q.
Proof. For convenience in the proof we introduce the abbreviation

_ Vu W)
VI+[Vu?’ 2@

First we show that (9) implies (10) and (11): Let 8 > 0, and define

@a(0)i= [ /B + 70— 5P,
o)

ls(v) = 51/,/@ + o2,
Q

kg(v) = lg(v) + Pg(v) + k(v).

From the fact that the embedding of W2#(Q) into LP(Q), 1 < p < ﬁ, is
compact, and the trace operator T is compact from W2*(€) into L'(09),

b(u,v) := e162a(u, v) + (

it follows using Lemma 3.3 that ®g, I3, and k are lower semicontinuous on
W25(Q). Since ®g3, lg, and k are proper convex functionals, the regularized
variational inequality: For all v € W?25(Q)

(12) e182a(w, v — w) + kg(v) — kg(w) >0

has a unique solution ug € W2#(Q). In the following it is shown that ug — u,
with respect to the W?2*(2)-norm.
From (9) and (12) we have

v

e1e2a(ug,u — ug) + rp(u) — K(ug)

9

0
0.

Vv

e162a(u, ug — u) + K(ug) — K(u)
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Adding these two inequalities we obtain
(13) e1e2a(u —ug,u — ug) + k(ug) — K(ug) < Kpu) — K(u).

From the inequality: For ¢ > 0

0< \/m_| tl= \/t2+62+]t1 =5
and the fact that for any v € W25(Q)
rp(v) = K(v) = (P(v) = () + (Is(v) — (),
it follows that
0 < kg(v) — k(v) < B (meas(0Q) + meas(2)) .
The last inequality together with (13) implies

B 12

= uglwaaey < {(meas(am + meas(Q)) } ,
€1€2

which shows that ug — u (strongly in W2#()), as 3 — 0.

Next we prove that k has a one-sided Gateaux variation. Let u, h € W24(Q).

Then the following holds:

t—0+ t

2
hm/<\/l+|Vu+th — 1+ |V >

VuVh
) VIt [Vul?

. V1+[V(u+th)]?2 -1+ |Vul]?
) VIFIVAP (VI+ [V + 8P + 1+ [VaP)

— lim
t—0t

VuVh
4 V14 |Vul?
2 2
— lim [ VuVh [Viut th) = [Vul .
t=0* J VIFIVAP (VI+ [Vt )P + 1+ [VaP)
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We now show that the second term in the preceding equality is zero. This
follows from the following estimates:

2 2
/ww V(u+th) — |Vl 2
2 VIF VP (VI+[Vu+thPy/T+ V)
< / IVul||Vh||V(u+th) — Vu||V(u+th) + Vu|
— 2
o VIVl (VI V(u+ k) + T+ [VuP)
< /t|Vh|2.

Q

It then follows that k is one-sided Gateaux differentiable on W2#(Q), and
the one—sided Gataux differential is given by

VuVh

= 4 V1+[Vul?

Similarly it can be shown that ¢z and lg are one-sided Gateaux differen-

K (u)h

tiable. Therefore ug satisfies

(14) b(ug, v) + (i1,8(up), Tv) r2(00) + (i2,8(us), v)2(0) = 0,
where

. . Tu— ¢5 . o U
(15) 11,5(“) T \/ﬁ2 n ‘Tu ~ ¢5’27 ZQ,ﬁ(u) e \/m

Since pg = i15(ug) € A, pg = dap(ug) € A, the sets {pg} and {ps}
are weakly compact in L%(09Q) and L?(2), respectively; i.e., there exists
sequences, which will also be denoted by pg, pg, such that

(16) pg — pin L*(0Q), pg— pin L*(Q) for 3 — 0.

The following estimate will be needed:

/ Vug B Vu i Vo
J1+ Vg2 VIVl

Q
/ Vug — Vu Vo
o @/1+|VU5|2

n / |VuVv||Vug — Vu||Vug + Vul
o 1+ Vug|?y/1+ |Vul?(y/1 4 |Vug|? + 1+ [Vul?)

< Clllwrz@llug — ullwizq)-

<
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It follows from (14), (15), (16) and the above estimate, letting 5 — 0,

(17) W)+ [Tt o =0,
o0 Q

which proves (10).
Let gy, be as defined in Lemma 4.1. Then, since p € A, p € A, it follows from
(17) that
—b(u, gn) = /pTgn +€1 /ﬁgn - /p¢6-
o0 Q o0N
Consequently from the definition of a minimizing element of the functional
in (8) and the one-sided Gateaux differentiability of k& we obtain:

0< tli%1+ {e(u+t(gn —u)) — je(u)}
+ tim {k(u+t(gn —u)) — k(u)}

t(gn — _
to i [t =)=
t—0+t t

+ lim
t—0t

/!T (u+ t(gn — ) — ¢°| — |Tu — ¢’
t

< b(u,gn —u)

+ &1 llm/’u+t gn — )| — |u]

/ T (u+t(gn — w) — ¢° — [Tu— ¢’

— tu| — t
t o [ utul = Jul + gl
t—>0+Q t

/ T (u+t(¢° —u)) — ¢°| +t|Tg" — ¢°| — |Tu— ¢°|

+ lim

t—0+ t

< b(u, gn — u) = e1llull L) +erllgnll L)
—16° — Tull 1 (a0) + 116° — Tgnll L1 (a0)-
Taking the limit as n — oo it follows from (17):

aillull oy +116° = Tulls ooy < busgo — ) = [ p(Tu= 6% + e [ pu
Q
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which is possible only if p(Tu — ¢°) = |Tu — ¢°| almost everywhere in 99
and pu = |u| almost everywhere in 2. To prove the necessity of (10) and
(11), we first invoke the convexity of the function /1 + |z|? to obtain

/\/1+‘V'U’2 /\/1+\Vu]2>< 1+\V VT s V(v —u)>

Then, it follows from (10) that for any v € W?2(Q)

e1e2a(u, v —u) + k(v) — k(u)+

(18) e1 [p(v—u)+ [ p(Tv—Tu)
Q o0N
> 0.
Since
[pu-o") - / T~ | = 0 (w),
o0
[pae-e) < /\pl\Tv—¢5| < [ 1m0 =o' = 2()
o0 o0
and
a [ = allulne),
Q
e fe < e JIlll < stllolo,
Q Q
we find
[p@o-Tuw) = [ p@Tv=6") - [ pTu-¢)
50 oQ o0
(19) < o) - B(w).
ey [oo—u) < e (ol — lullze)-
Q

Moreover, from the definition of af(.,.) it follows that

% (e180a(v,v) — e1e2a(u, u))

(20) = ¢giega(u,v —u) + %qsza(v — U, v — u)

v

e1e9a(u, v — u) .
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Using the estimates (19) and (20) in (18), we obtain

1
ialsga(v,v) + @(v) +erlv]l L) + k(v)
1
— 55152a(u,u) = ®(u) —erljul|prq) — k(u) >0,

which shows that « minimizes ;. =

The technique used in the above proof requires the boundary data ¢° to

be in L2(09), although this assumption was not necessary in the general

results in Section 3. This requirement is used to deduce the convergence

of the integrals [ pgTwv, [ pgTg, from the weak convergence of psg — p in
o0 o0

L2(0Q) (cf. (16)).

In the following we show that Uzawa’s algorithm can be used for the solution
of the problem (10) — (11). Uzawa’s algorithm is defined inductively as
follows:

Definition 4.3. Let pg € A, pg € A, e.g., po = 0 and pg = 0. Moreover, let

pi + p(Tuy, — ¢°)
max{1, |px + p(Tu — )|}’

A . Dk + €1puk
B = PO+ evpur) = e ]

Pri1 = P(pr + p(Tug — ¢°)) :=

where uy, denotes the solution of (10) for given parameters py, € A, py, € A.

We next show that Uzawa’s algorithm is convergent, if the relaxation
parameter is chosen appropriately:

Theorem 4.4. If
E1€92
< irEe a
AR

where ||T)|| is the norm of the trace operator from W%3(Q2) into L*(9S2), then

(21)

i flug —uflyzs(9) = 0,
where u minimizes J-.
Proof. Let {u,p,p} satisfy (10) and (11). We claim that
p=Pp+pTu—¢"), p=P@+eipu).

We prove the first equality; the proof of the second equality is similar. If
|Tu — ¢°| = 0 then |p + p(Tu — ¢°)| < 1 and consequently
P(p+ p(Tu — ¢%)) = p. We now assume that |Tu — ¢°| > 0. Then from the
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facts that p € A and
p(Tu — ¢°) = |Tu — ¢°), it follows that

 Tu—¢°
P=1ru =g

159

Using this it follows from simple manipulations that [p + p(Tu — ¢%)| > 1,

and consequently the assertion holds. Let

U :=Tup —Tu, Dy :=pk—Dp, by :=Dk— P

Since the mappings P, P are contractions, we obtain

1Pr+1 117200y < IIP(pk + p(Tur — ¢°)) = P(p+ p(Tu — ¢°))l|72(00)

(22) <D, + P12 (00
< 1PellZ2 0 +2P/ﬁkﬂk + 0’ / |,
o9 o9
@) Benla < Bellfam + 200 [ B+ <30 [ 1l
) )
From (10) it follows that
Vug Vu - _
Elsga(uk,v)+< 5~ — 2,Vv> +€1/pkv+/kaU =0,
\/1 + |vuk‘ \/1 + |Vﬂ| L2(Q) § 50

from which we derive letting v = Uy:

Vuy Vu v )
- ) k
\/1 + |VUk|2 \/1 + |V@‘2 L2(Q)

(24) + &1 /Ekﬁk + /ﬁkﬂk

Q oN

e1eza(Ty, ug) + <

=0.
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From (22), (23), and (24) we obtain

(1Bl + 1x1?) = (Pl + 1B 1)
> —2P/ﬁkﬂk—P2/\ﬂk\2
o0 o0

- 2P€1/;751ﬂk —S%PZ/WHZ
0 0

(25)
= 2pe1e9a(Ty, Ug)

+ 2p ( Vg vu Vu )
- ) k
\/1 + |vuk|2 \/1 + ’vﬂ|2 12(Q)

2 [ =222 [ 2
—p /lukl —€ip /!uk!-
o0N Q
Using the inequalities

( Vor_____Vu 2,Vuk> >0
V14 |[Vu]2 V1+]|Vy| 2@

(note that /1 + |V.|? is convex), and

o [ 1wl + &2? [ [l < o2 (1712 + 22) el oy
o0N Q

_ AT+ <)
- €1€2

e162a(Ug, Uy),

it follows from (21) and (25) that the sequence {HTQ,CH2 + H@C\P} is strictly
monotonically decreasing and bounded from below. Consequently it is conver-
gent, and therefore it follows from (25) that |[@g||lyy2.s(q) — 0.
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