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1. Introduction

This paper concerns the internal zero stabilization of the predator population of a
predator-prey system in a periodic environment. Our starting point is the system de-
scribing the evolution of a predator population and a prey population distributed over
the habitat Q:

he —diAh = r(t)h — k(t)h* — fi(t,h,p)hp, x€Q, t>0,
pr—dbAp = —a(t)p+ fo(t,h,p)hp, x€Q, t>0,

1.1)
oh dp (
81/_781/_0’ x €9, t>0,

h(x,O) = ho(X), P(x)o) = PO(X)> xe Q)

where Q € RY (N > 2) is a bounded domain with a smooth enough boundary 0Q). Here
h(x,t) is the density of preys at position x € Q and time t > 0 and p(x,¢) is the density of
predators at position x € Q and time ¢ > 0; h and p are both nonnegative functions. dj,
d, > 0 are the diffusivity constants of the two populations. 7(¢) is the intrinsic growth rate
of preys in the absence of predators, at the moment ¢ > 0 (which can be positive, zero, or
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negative) and is T-periodic (T > 0). Usually, the period T is of one year. a(¢) is the decay
rate of predators in the absence of preys, at the moment ¢, and is also T-periodic. k is
a T-periodic and positive function. k(t)h(x,t) represents an additional mortality rate of
the preys due to the overpopulation.

Homogeneous Neumann boundary conditions mean that there is no flux of species
through the boundary 0Q (this corresponds to isolated populations). iy and pg are the
initial densities of the two populations.

The following cases are well known in the literature.

When fi(t,h, p) = 0, and f,(t,h, p) = 0,, where 0, 0, are positive constants, the stan-
dard Lotka-Volterra system is obtained.

For fi(t,h,p) = 61/(1 +gh) and f,(t,h,p) = 0,/(1 + qh), for every h,p = 0, where
01, 02, q are positive constants, we obtain a Holling II functional response to predation.

Finally, in the case fi(t,h,p) = 01/(1+gh+qp) and fo(t,h,p) = 0,/(1+qh+qp), for
every h,p > 0, and 0, 6,, g, 4 positive constants, a Beddington-De Angelis functional
response for predation is obtained. For a complete study of the solutions to this model
we refer to [1]. For a description of the predator-prey systems and some basic results we
refer to [2, 3].

Throughout this paper, the following assumptions will be considered:

(H1) ho, po € L= (Q)), ho(x) = 0, po(x) = 0,a.e. x € ),

(10 ()|~ (q)» 10| 1y > 05 (1.2)
(H2) r,k,a € C([0,+o0)) satisfy

r(t)=r(t+T), k(t)=k(t+T), a(t)=alt+T), Vt=0,

k(t) = kg >0, Vt=0 (where kg isa constant),

T (1.3)
J r(£)dt >0,

0

a(t) =ag >0, Vit=0 (whereaisa constant);

(H3) fi, /> :[0,0) x R?—R are continuous functions and locally Lipschitz continuous
with respect to (h, p) and satisfy

filt,h,p) = fit+T,h,p), f,(th,p) = fot+T,h,p), Vt=0,h=0,p=>0,

(1.4)
3C >0such that 0 < fi(t,h,p), fo(t,h,p)<C, Vt=0,h=0, p=0;

(H4) the application h — hf,(t,h, p) is nondecreasing on [0,+0o0), V¢ >0, Vp > 0;
(H5) the application p — f,(t,h, p) is nonincreasing on [0,+o), V¢ >0, Vh = 0.
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Condition fo t) dt > 0is a persistence condition for the preys in the absence of preda-
tors. So, if pg =0 and ho(x) >0 a.e. in Q, then the necessary and sufficient condition for
the persistence of preys is the above-mentioned one.

For basic results concerning the solutions of periodic predator-prey systems (without
diffusion) we refer to [4].

Let w C RN be a nonempty domain with a smooth-enough boundary dw and satisfying
w C C Q. We denote by m the characteristic function of w.

The questions we want to investigate are the following.

(1) Is there any control u € Li5 (@ x [0, )) such that the solution to the initial-bound-
ary value problem

—diAh =r(t)h—k()h* — fi(t,h,p)hp, x€Q, t>0,
pr—dbAp = —a(t)p+ fo(t,h,p)hp + m(x)u(x,t), x€Q,t>0,

(1.5)
%:al:o, x €0, t>0,
v oy

h(x,O) = ho(X), P(X>0) = PO(X), xe Q)

satisfies
h(x,t) 20, px,t)=0 aexeQ, Vt=0,

. . (1.6)
1&1101017(1‘) =0 inL*(Q)?

(2) Is there any control v € Ly, (w X [0, 0)) such that the solution to the initial-bound-
ary value problem

he —d\Ah = r(t)h — k(t)h* — fi(t,h, p)hp + m(x)v(x,t), x€Q, t>0,
pr—dAp = —a(t)p+ fo(t,h,p)hp, x€Q, t>0,

1.7)
oh_ op (
g—av—o, XeaQ,t>0,

h(-x)o) = hO(x)) P(X,O) = pO(x)) xe Q)

satisfies (1.6)?

Definition 1.1. Say that the predator population is p-zero stabilizable if for any hy, po
satisfying (H1), the answer to the first question is affirmative. p-zero stabilizable means
that the zero stabilizability holds for controls acting only on the predator population.

Definition 1.2. Say that the predator population is h-zero stabilizable if for any hy, po
satisfying (H1), the answer to the second question is affirmative. h-zero stabilizable means
that the zero stabilizability holds for controls acting only on the prey population.

We are dealing here with some results of zero stabilizability with state constraints.
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First notice that, due to assumption (H3) and to the comparison principle for para-
bolic equations, the solution (h, p) to (1.1) satisfies

0<h(x,t)<h(xt) aexeQ, Vi=0, (1.8)

where h is the solution to

B — dAR = r(Dh— k(DR x€Q, t>0,

o xeq t>0, (1.9)
oy

h(x,0) = ho(x), x€Q.
Lemma 1.3. The solution h to (1.9) satisfies

lim (1) — Bt = 0, (1.10)

where h is the unique nontrivial nonnegative solution to the following problem:
he—diAh = r(h—k(DR?, x€Q, >0,

%=0, xe, t>0, (1.11)
v

~ ~

h(x,t) = h(x,t+T), x€Q,t>0.

Remark 1.4. In fact, we will show that (1.11) has exactly two nonnegative solutions, the
trivial one and the unique nontrivial and nonnegative solution to

g =r(g—k(Hg’, >0,
gt)y=g(t+T), t>0.

(1.12)

If fOTr(t)dt <0, then (1.12) has a unique nonnegative solution (the trivial one). This
follows by a simple calculation and taking into account that the first equation in (1.12) is
a Bernoulli equation.

Proof of Lemma 1.3. Since ||hyll;~q) > 0, it follows that there exists a positive constant
p, > 0 such that

ﬁ(x,T)z,o1 >0 ae.xeQ (1.13)
(this is a consequence of a result in [5]). Therefore, we can assert that

h(x,t) = b (1), aexeQ, V=T, (1.14)
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where h*1(t) is the solution to
(W), —di AW = r(DW — k(1) (F)?, x€Q, t>T,
P
%=0, xeQ, t>T, (1.15)
v
W (x,T)=p, x€Q,
corresponding to p := p, (b1 does not depend explicitly on x).

If we choose p, > 0 sufficiently small and taking into account that fOT r(t)dt >0, it
follows that

P (T) < B (2T). (1.16)
By mathematical induction, we get that
Wr(t+T+nT)<h (t+T+(n+1)T), Vte[0,T], VneN (1.17)
and consequently
W) <KL (1), ae.xeQ, Vtel[0,T], (1.18)

for any n € N, where Hy' (t) = h*1 (t+ T + nT), Yt € [0,T]. Obviously, k3" is the solution
of

(Hi'), — diAKG! = r(O)HY —k(O)(HR)?, x€Q, te(0,T),

ol
oy
By (x,0) = KL (%, T) = b (x, T+ nT), xe€Q,

=0, x€Q,te(0,7), (1.19)

for any n € N*.

In the same manner, taking p, > 0 sufficiently large, we can obtain a nonincreasing
bounded sequence W2, where hf,z(t) =hP2(t+T+nT),forall t € [0,T],for all n € N and
h#2 is the solution to (1.15) corresponding to p := p,.

Using the comparison result for parabolic equations, we have that

W () < h(x,t+(n+1)T) < By (1), ae.xeQ, Vte[0,T], VneN. (1.20)
Taking into account (1.20), we may pass to the limit in (1.19) and get that

W — T, (1.21)
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in C([0,T1]), as n— + co, where Zl is a positive solution (has only positive values) of
he—dAh=r(Oh—k(OF, xeQ, te(0,T),
oh _
v
z(x,O) = %(x, T), x€Q,

0, x€9Q,te(0,T), (1.22)

where J1; does not depend explicitly on x (because K does not). We may extend h by T-
periodicity to [0,+0o0) and we deduce that h; is a positive solution to (1.11) and to (1.12).
Since (1.12) has a unique nontrivial nonnegative solution, we may infer that this one is
zl. SO,

lim [ (1) - h(t)] =o. (1.23)

In the same manner, it follows that

tligrnm|h92(t)—ﬁ1(t)| =0. (1.24)
By (1.20) we conclude that
lim [A(r) - ()] = 0. (1.25)

Let us prove that there is only one nontrivial and nonnegative solution to (1.11).

Let J1, be a nontrivial and nonnegative solution to (1.11). It follows immediately that
there exists p, >0 (see [5]) such that %2 (x,T) = p, a.e. x € Q. If we choose p, and p,
such that 0 < p, < p, < hy(x,0) = Iy (x,T) < p, a.e. x € Q) with p, small enough and p,
large enough, then it follows as before that %2 = %1 (because Hy' (t) < %z(x, t) < K2 (t) ace.
x e Q, forallt € [0,T], for all n € N) and so we get the conclusion of the lemma. O

Let us consider now the corresponding equation in p for h:= h, that is,
pi—doAp = —a(t)p+ fo(th(t), p)h(t)p, x€Q, t>0,

a—p=0, x€0Q, t>0, (1.26)
v

p(x,0) = po(x), x€Q.
Having in mind (H5), we obtain that
fo(t,h,p) < fo(t,h,0),  Vi,h,p =0, (1.27)

therefore, the solution p to (1.26) satisfies (using the comparison principle for parabolic
equations)

0=<p(x,t) <p(xt), aexeQ, Vt=0, (1.28)
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where p is a solution to

P, — AP = —a(t)p+ fo(t,h(1),0)h(1)p, x€Q, t>0,

dp _
o =0

P(x,0) = po(x), x€Q.

x €0, t>0,

This may be rewritten as
P, —dhAp=1t)p, x€Q,t>0,

dp _
o =0

?(X)O) = pO(x)r xe Q)

x €0, t>0,

where
1) = fo(6h(£),0)h(t) —alt), Vit=0.

Thus, the solution p can be written as

t
P(x,t) = exp {J l(‘r)d‘r}f(x, ), xe€Q,t>0
0
with f solution to

fi—dAf =0, x€Q,t>0,
af

=0, x€0Q,t>0,
oy
f(x,0) = po(x), x€Q.

(1.29)

(1.30)

(1.31)

(1.32)

(1.33)

LEMMA 1.5. There exist a real constant o and a T-periodic continuous function w : [0,

+00)—R such that

exp { JZZ(T)dT} =exp {a*t}w(t), Vt=0.

(1.34)

Indeed, one can check directly that, due to the periodicity assumptions made on a and

fo, for a* = (1/T) [} I(r)dr, the function

w(t) = exp { Jt (I(s) - oc*)ds}, Vt=0,

0

is a T-periodic function.

(1.35)
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Let us denote by A, the principal eigenvalue of the following eigenvalue problem

- Ap =Ly, x€Q,

(1.36)
a—q) =0, x€.
0v

Remark that A_; = 0. Now, we notice that if Ay > a*, then (1.32) and (1.34) imply that
the predator population goes to extinction without any control. Therefore, in the rest of
this paper we will assume

(H6) 0 < a™.

For basic results concerning the solutions to predator-prey systems we refer to [1, 6].
Stabilization of predator-prey systems with r, k, a constants has been investigated in
[7, 8]. If in (1.1) the predator is an alien population, then our main goal is to eliminate
this population. This problem and its importance have been discussed in [9]. We will
investigate next what happens in the cases when we act with a control with support in @.

Section 2 is devoted to the study of p-zero stabilization, while Section 3 concerns the
h-zero stabilization. Some remarks are given in Section 4.

2. The p-zero stabilization of the predator population

Denote by 11" the principal eigenvalue of the next problem

-dAp=1¢ inQ\w,

=0 ondw, 2.1)
99 _
5 =0 on .

Then, according to Rayleigh’s principle (see [10]), /llf’p satisfies
A(f’p = min{dzj |V¢|2dx; 9 € H'(Q\w), ¢ =0 ondw, ol = 1}. (2.2)
\@

Here is one of the main results of our paper.

TueoreM 2.1. If the predator population is p-zero stabilizable, then A\ = a*, where

w1 !
a—?LKﬂ$ (2.3)

and 1 is defined by (1.31).

Conversely, if A\"? > a*, then the predator population is p-zero stabilizable and, for y >0
large enough, the feedback control u := —yp realizes (1.6), where (h, p) is the nonnegative
solution to (1.5) corresponding to u:= —yp.
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In order to prove Theorem 2.1, we need first to establish two auxiliary results. For any
y = 0 we consider the following problem:

- Ap+m(x)yp =Ap inQ,

(2.4)
% =0 onodQ
ov
and denote by A} y its principal eigenvalue.
LEMMA 2.2.
limAf =277 (2.5)

YA'OO
Proof of Lemma 2.2. By Rayleigh’s principle, one gets
M,y = min {dz JQ Vol 2dx+yj lpl2dx; 9 € H'(Q), llgllz2(0) = 1}. (2.6)
w
Hence, for every 0 <y, <y,, we have
A, <AL (2.7)
Now, denoting by ¢, the corresponding eigenfunction to PP satisfying ¢, [l12(0) = 1,
¢,(x) = 0 a.e. x € Q, we get that ¢, is the minimum point for the right-hand side of

(2.2).
We extend ¢, to Q as follows:

~ ¢, (x), x€Q\w,
= 2.8
(P(X) {0, X € w. 28
Then
A({”P=dZJQ|Vg7)|2dx+yL|¢|2dx2Af,y, Vy >0, (2.9)
Thus one obtains
%@;A{’,y <Ay (2.10)
To prove the equality, let us consider ¢, € H'(Q) such that IIgoy lL2¢0) = 1 and
2 2 w,
A{’,y:dzjﬂwm dx+yL|<py| dx < 197, (2.11)

It follows that there exists a constant M > 0 such that

L2|V(py|2dst, yj |p2|dx<M, Vy=o. (2.12)
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Therefore, there exists a subsequence (also denoted by {(py}), such that

¢, — ¢ weakly in H'(Q),
¢, —¢* in L*(Q),

¢,— 0 in L*(w).

(2.13)

Hence, ¢* € H'(Q\ ), lo* 2@ = 1, ™ = 0 in w, and one may infer that ¢* = 0 on

ow. Thus by (2.11) we get that

: p w,p
limA} , > A

y—

By (2.10) and (2.14) we get the conclusion of Lemma 2.2.

(2.14)

]

LemMa 2.3. Let (h, p) be a nonnegative solution to (1.5), corresponding to the control u €

L (@ x[0,00)). If

limp(f) =0 in L(Q),
then

lim (h(t) = k(1)) =0 in L™(Q),

where h is the unique nontrivial nonnegative solution to (1.11).
Proof. Since

limp(t) =0 in17(),
it follows that, for every small enough & > 0, there exists t5 > 0 such that

0<p(t,x)<d aexeQ, Vit

By (H3) we get that

0< fi(t,h(x,1),p(x,1))p<CS, aexeQ, Vi=ts.

(2.15)

(2.16)

(2.17)

(2.18)

(2.19)
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Let us denote now by h; and h; the solutions to the following problems, respectively:

(h]) —dlAhl = r(t)h1 —k(t)h%—C(Shl, x €, t>ts,
t

%=0, x €0Q, t >ts,
v
hi(x,ts) =p;, x€Q,
(2.20)
(hz)t —d1Ahy = r(t)hy — k(t)h%, xeQ, t>ts,
%:0, x€0Q, t>ts,
v

hy(x,t5) =p,, x€Q,
where p, >0 is a small enough constant and p, is a large enough constant, such that
0<p, <h(xts) <p, aexecQ (2.21)

(existence of such p, is a consequence of a result in [5]).
Then, by the comparison principle for the parabolic equations, we obtain

hi(x,t) < h(x,t) < hy(x,t), ae.xeQ, Vt=>ts. (2.22)
As in the proof of Lemma 1.3 we can prove that h, satisfies

lim | ha(1) = h(1)| = 0,

N (2.23)
lim |1 (£) = hs(£)] = 0,
where hs is the unique nontrivial nonnegative solution to
hy — di Al = r()h — k(DR — COh, x€Q, t>0,
Mo, xean, t>0, (2.24)
v

~

h(x,t) = h(x,t+T), x€Q, t=0.
Since 8 — hg isa decreasing function, then we may pass to the limit in (2.24) and get that
pnﬁdﬂ—Mﬂ|=Q (2.25)

By (2.22)—(2.24) we get the conclusion. O

Proof of Theorem 2.1. Assume that po(x) >0 a.e. x € Q and let (h, p) be a nonnegative
solution to (1.5) corresponding to the p-stabilizing control u € Li; (@ X [0, %)). Since

lim || p(6) -0y = 0 (2.26)
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it follows by Lemma 2.3 that
lim |h (1) - (8|1 = 0, (2.27)

which implies, due to the continuity of the function f,, that, for any & > 0, there exists
te = 0 such that

|8(8) £ (£, h(8), p(1)) = h(D) fo (£, h(£),0) |1 () < & (2.28)

for any t > f,.
Let € > 0 be arbitrary but fixed. Denoting now by p; the solution to the following
problem:

(Pl)t - dZAPI = _a(t)Pl +f2(t>z(t)>o)z(t)f’l - 5P17 x €} \wa t>t,

p1=0, x€odw,t>t,

2.29
o, (2.29)
oy

pi(xt) = p(xt), x€Q\@,

x€0Q, t >t

we obtain via the comparison principle for parabolic equations and using (2.28) that
0<pi(x,t) < p(x,t), ae.xc€Q\w, VEt=t,. (2.30)

Let ¢, be an eigenfunction corresponding to A1/ and satisfying ll¢, Il 2c\a) = 1, 9, (x) = 0
a.e. x € O\ w and denote by (-, -) the usual inner product in L*(Q \ @). Then

(pr(1),0,) + AP —1(t) +e) (pr(t),p,) =0, Vit=t. (2.31)

We infer that

t

(prlhg) =exp ] NP (=) + [ (109 -e)dsplt)gy), Vizt  (32)

te

The p-zero stabilizability and (2.30) imply that

%&mpl(t) =0 inL*(Q\w). (2.33)
Since p(x,t:) >0 a.e. x € Q (see [5]), we conclude that
T
NPT 4 J I(H)dt - €T < 0. (2.34)
0

Making ¢—0 we get the conclusion. O
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Conversely, assume that A‘{)’p > a*. Then, by Lemma 2.2, we have that for ¢ > 0 small
enough and for y > 0 large enough

M —e>ar. (2.35)

Set now u := —yp and let (h, p) be the corresponding solution to (1.5). Using (1.9) and
Lemma 1.3, we get that for every € > 0, there exists T, > 0, such that

h(t,x) fo (6 (%), p(6,x)) < h(E) f(6h(1),0) +¢,  ae.x€Q, Vi= T (2.36)

Denote by p, the solution to the following problem:
(p2), — d2Aps = —a(t)pa+ f(t1(1),0) (1) ps +eps — m(x)yps, xEQ, t> T,
%2 _ 0, x€dQ, t>T, (2.37)
v
D2 (x) Ts) = (Ply('x)’ x e,
where ¢, is an eigenfunction of (2.4) corresponding to A := /\f’y and satisfying ¢, (x) =
p(x,T;) ae. x € Q.
Applying the comparison result for parabolic equations, we conclude that

0=<px,t) < pa(x,t), ae.xeQ, Vt=T. (2.38)

This yields
t
pa(x,0) < goly(x)exp{ —/lf,y(t —Te) +J (I(s) +£)ds}, aexeQ, V=T, (2.39)

Since Y, > (1/T) [y I(s)ds +e, it follows that

p2(t) — 0 in L*(Q), (2.40)
which implies that

p(t) — 0 inL*(Q), (2.41)
as t— + o0, at the same rate as exp {(—A‘iy +a* +¢)t}.
Remark 2.4. Since

lim (A}, —¢) =77, (2.42)

y—+too, =0+

we see how important it would be to maximize A}’ with respect to the location and
geometry of w and Q.
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3. The h-zero stabilization of the predator population

In this section, we are looking for a stabilizing control v acting indirectly (acting on the
prey population). Let us consider (h, p) a solution to (1.7) corresponding to the feedback
control v := —yh. The system becomes

he — diAh = r(t)h — k(t)h* = fi(t,h, p)hp — m(x)yh, x€ Q, t>0,
pt— dAp = —a(t)p+ fo(t,h,p)hp, x€Q, t>0,

3.1)
oh  ap (
5—5—0, xEBQ,t>0,
h(x,O) = hO(x)) p(-xao) = PO(x), x e Q.
For any y = 0 we consider the following eigenvalue problem:
—di1AY +m(x)y¥Y =AY  in Q,
(3.2)
o =0 onodQ,
ov

and denote by A}l’,y its principal eigenvalue. Next, we denote by )L‘f’h the principal eigen-
value to

-dAY =Y, x€Q\w,

¥Y=0, x€ow, (3.3)
a—\y =0, xe€Q.
0v

It is a consequence of Rayleigh’s principle that the mapping y — A’f)y is increasing and
continuous, and

)L}f’y — A" asy — . (3.4)

Let
(04 T 0 r{s)das. .

In the same manner as in Section 2 it follows the next result.

TaEoOREM 3.1. If for a y = 0 one has that )Lil,y >&", then the predator population is h-zero
stabilizable and the feedback control v := —yh realizes (1.6), where (h, p) is the solution to
(1.7) corresponding to v := —yh. Moreover,

lim A(t) =0 in L™ (Q). (3.6)

t—+o0
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Remark 3.2. Assume that the hypotheses in Theorem 3.1 hold. Since h(t)—0 in L*(Q),
as t— + oo, then it follows (as in Section 2) that p(t)—0 in L*(Q), as t— + co, at the rate

of
exp { - (% JOTa(s)ds+ s) t} (3.7)

If, in addition, (1/T) fOT a(s)ds > A‘{)’P , then the second strategy (when we act on prey)
leads to a faster convergence to zero of p, so it is better.

(for € > 0 small enough).

Remark 3.3. IfA®" > &*, then there exists y > 0 such that Ai’,y >&". The solution (h, p) to
(3.1) satisfies

h(t) — 0 inL®(Q), (3.8)
as t— + oo, Therefore,
p(t) — 0 inL*(Q), (3.9)

as f— + oo,

Remark 3.4. In general, the habitat of preys is larger than Q. The strategy to eradicate the
predators via indirect control is the following one: we isolate the domain Q (we do not
permit migration through the boundary of it), then we eradicate firstly the preys in Q
and consequently the predators will extinct. Next, the preys are allowed to repopulate the
domain Q.

4. Final comments

The results in Sections 2 (and 3) show how important is to find the position and the

geometry of @ and Q in order to get a great value for A{¥ (and A4").
This yields

A= dh(w,Q), AP =did(0,Q), (4.1)

where A, (w, Q) is the principal eigenvalue to

—-Ap(x) =Lp(x), x€Q\w,

o(x) =0, x€dw, (4.2)

a—‘P:o, x € Q.
0v

The following result has been proved in [8] using rearrangement techniques and can be
used to obtain upper and lower bounds for A; (w, Q).
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THEOREM 4.1. Assume that ¢* is an eigenfunction of (4.2), corresponding to A := A, (w,Q}),
that satisfies in addition

0<g*(x)<M, VxeQ\w,

(4.3)
P*(x) =M, VxeoQ,

where M > 0 is a constant. Then

(w0, Q) > (w0,Q), (4.4)

for any domain QO c RN with smooth boundary and such that w C C 0, meas(Q))
=meas(Q), and Q # Q.

Remark 4.2. If w and Q are balls with the same center, there exists such ¢*.

Remark 4.3. 1f there exists ¢* an eigenfunction of (4.2) corresponding to A := A, (w,2)
and satisfying (4.3), then

A (w, Q) = max {Al(w,ﬁ); Q c RY is a domain with smooth
boundary and satisfying w C C ), meas ({)) = meas(Q)} (4.5)

=max {1 (@,Q);@ C C  is an isometric transform of w}.
Remark 4.4. If wis aball, w C C Q, then we may conclude by Theorem 4.1 that
/\1((4),0) Sll(w)B)) (46)

where B is a ball with the same measure as Q) and with the same center as w. Moreover,
we have equality only for QO = B and we conclude that the maximal value for A, (w,Q),
subject to all domains QO C RN with smooth boundary and satisfyingw ¢ C Q and having
a prescribed measure, is attained for the ball B of the same measure and with the same
center as w.

Acknowledgment

This work was supported by the Grant ID 381/2007: “Optimal control and stabilization
of the continuous models of population dynamics.”

References

[1] W. Chen and M. Wang, “Qualitative analysis of predator-prey models with Beddington-De An-
gelis functional response and diffusion,” Mathematical and Computer Modelling, vol. 42, no. 1-2,
pp. 31-44, 2005.

[2] J.-D. Murray, Mathematical Biology I: An Introduction, vol. 17 of Interdisciplinary Applied Math-
ematics, Springer, New York, NY, USA, 3rd edition, 2002.

[3] H. R. Thieme, Mathematics in Population Biology, Princeton Series in Theoretical and Compu-
tational Biology, Princeton University Press, Princeton, NJ, USA, 2003.

[4] J. M. Cushing, “Periodic time-dependent predator-prey systems,” SIAM Journal on Applied
Mathematics, vol. 32, no. 1, pp. 82-95, 1977.



S. Anita and C. O. Tarniceriu 17

[5] M.H. Protter and H. F. Weinberger, Maximum Principles in Differential Equations, Prentice-Hall,
Englewood Cliffs, NJ, USA, 1967.

[6] B. Ainseba, F. Heiser, and M. Langlais, “A mathematical analysis of a predator-prey system in a
highly heterogeneous environment,” Differential and Integral Equations, vol. 15, no. 4, pp. 385—
404, 2002.

[7] B. Ainseba and S. Anita, “Internal stabilizability for a reaction-diffusion problem modeling a
predator-prey system,” Nonlinear Analysis: Theory, Methods & Applications, vol. 61, no. 4, pp.
491-501, 2005.

[8] S. Anita and M. Langlais, “Stabilization strategies for some reaction-diffusion systems,” submit-
ted to, Nonlinear Analysis: Real World Applications, doi:10.1016/j.nonrwa.2007.09.003.

[9] E Courchamp and G. Sugihara, “Modelling the biological control of an alien predator to protect
island species from extinction,” Ecological Application, vol. 9, no. 1, pp. 112-123, 1999.

[10] V. Barbu, Partial Differential Equations and Boundary Value Problems, vol. 441 of Mathematics
and Its Applications, Kluwer, Dordrecht, The Netherlands, 1998.

Sebastian Anita: Institute of Mathematics “O. Mayer”, Faculty of Mathematics,
University “AL.I. Cuza”, 700506 IaSI, Romania
Email address: sanita@uaic.ro

Carmen Oana Tarniceriu: Faculty of Mathematics, University “AL.I. Cuza”, 700506 [aSI, Romania
Email address: tarniceriuoana@yahoo.co.uk


mailto:sanita@uaic.ro
mailto:tarniceriuoana@yahoo.co.uk

Advances in Difference Equations

Special Issue on

Boundary Value Problems on Time Scales

Call for Papers

The study of dynamic equations on a time scale goes back
to its founder Stefan Hilger (1988), and is a new area of
still fairly theoretical exploration in mathematics. Motivating
the subject is the notion that dynamic equations on time
scales can build bridges between continuous and discrete
mathematics; moreover, it often revels the reasons for the
discrepancies between two theories.

In recent years, the study of dynamic equations has led
to several important applications, for example, in the study
of insect population models, neural network, heat transfer,
and epidemic models. This special issue will contain new
researches and survey articles on Boundary Value Problems
on Time Scales. In particular, it will focus on the following
topics:

e Existence, uniqueness, and multiplicity of solutions
e Comparison principles

e Variational methods

e Mathematical models

e Biological and medical applications

e Numerical and simulation applications

Before submission authors should carefully read over the
journal’s Author Guidelines, which are located at http://www
.hindawi.com/journals/ade/guidelines.html. Authors should
follow the Advances in Difference Equations manuscript
format described at the journal site http://www.hindawi
.com/journals/ade/. Articles published in this Special Issue
shall be subject to a reduced Article Processing Charge of
€200 per article. Prospective authors should submit an elec-
tronic copy of their complete manuscript through the journal
Manuscript Tracking System at http://mts.hindawi.com/
according to the following timetable:

Manuscript Due April 1, 2009

First Round of Reviews | July 1, 2009

Publication Date

October 1, 2009

Lead Guest Editor

Alberto Cabada, Departamento de Andlise Matematica,
Universidade de Santiago de Compostela, 15782 Santiago de
Compostela, Spain; alberto.cabada@usc.es

Guest Editor

Victoria Otero-Espinar, Departamento de Andlise
Matemadtica, Universidade de Santiago de Compostela,
15782 Santiago de Compostela, Spain;
mvictoria.otero@usc.es

Hindawi Publishing Corporation

http://www.hindawi.com



http://www.hindawi.com/journals/ade/guidelines.html
http://www.hindawi.com/journals/ade/guidelines.html
http://www.hindawi.com/journals/ade/
http://www.hindawi.com/journals/ade/
http://mts.hindawi.com/
mailto:alberto.cabada@usc.es
mailto:mvictoria.otero@usc.es

	1. Introduction
	2. The p-zero stabilization of the predator population
	3. The h-zero stabilization of the predator population
	4. Final comments
	Acknowledgment
	References
	1Call for Papers4pt
	Lead Guest Editor
	Guest Editor

