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We present an extension of the results given in the first part of this paper (2004) referring
to the existence in the 3D case of a free boundary between the saturated and unsaturated
domains that may be evidenced during the water flow into a porous medium.

1. Review of the main results

During a rainfall water infiltration into an unsaturated soil, zones of saturation may be
developed anywhere within the flow domain. Consequently, a natural question arises:
under which conditions depending on the rate at which rain water is supplied, the initial
moisture distribution in the soil, the presence of underground sources and the boundary
permeability, the flow domain may be separated into two parts, one saturated and the
other unsaturated? Related to that, when saturation may be observed first at the ground
surface? If this happens, then beginning with the time at which the soil surface reaches
saturation, the so-called saturation time, a waterfront starts to move downwards and this
represents the unknown interface between the saturated and unsaturated flow regimes.
Situations under question have been experimentally put in evidence and various studies
focusing especially on the determination of an approximate analytical solution have been
done in the 1D case, for a special hydraulic model introduced in [6]. Besides it, we may
cite, for example, [5, 7].

In a recent paper dealing with the study of a rainfall infiltration problem (see [4]) the
main feature of the model focuses on a switching boundary condition on the ground
surface, that is, changing the type at the moment when this one reaches saturation.

In this paper, we present a functional approach to a rainfall infiltration, find suffi-
cient conditions under which the saturation may be first generated at the soil surface and
prove in fact the existence of the free boundary in the 3D case. We mention that the hy-
draulic model for which we develop the theory obeys the particularities of the most used
hydraulic models in soil sciences, covering a wide range of soil types, that is, those of
Broadbridge-White (see [6]) and van Genuchten (see [10]).

The paper extends in fact a previous study on this subject, that is [9] which was con-
ceived in four main parts.
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(I) Starting from the Richards’ equation written in pressure form, in the first part
a model that covers both the unsaturated and saturated flow particularities in
a porous medium was introduced, by defining a specific multivalued function
acting in the corresponding diffusive form of the model.

(IT) The existence and uniqueness of the solution to the saturated-unsaturated flow
model written for diffusive form of Richards” equation was proved in the three
dimensional case, on the basis of the proof of similar facts for the solution of a
certain approximating problem.

(IIT) According to some supplementary results concerning the regularity of the ap-
proximating solution, the existence of the free boundary was proved only in the
one-dimensional case.

(IV) Next, the existence of the weak solution defined for the model written in pressure
form was proved in the 3D case.

The existence of the free boundary and the uniqueness of the weak and smooth solution
remained as open problems in the 3D case. This paper has as main scope to give an answer
to these problems.

The plan of the paper includes:

(1) A summary of the diffusive model and of the main results given in [9]. A detailed
study of the boundedness of the solution and its implications upon the reliability
of the solution.

(2) The proof of a better regularity of the approximating solution and consequences
upon the solution to the original problem. The proof of the vertical monotonicity
of the solution that represents the basic result that enhances the delimitation of
the flow domain into two parts, one saturated and the other unsaturated and the
definition of the free boundary that separates them.

(3) A final discussion on the model in pressure and the proof of the uniqueness of its
solution in the 3D case.

However, for a more precise understanding of the model, some details of it will be pre-
sented in Appendix A.1.

1.1. The mathematical model. Let Q be an open bounded subset of RY (N = 1,2,3)

notation

with the boundary 0Q =" T piecewise smooth, let (0, T) be a finite time interval and
let x € Q) represent the vector x = (x1,x2,%3).

We consider Q to be the cylinder Q = {x;(x1,x2) € D, 0 < x3 < L} where D is an open
bounded subset of RN~! with smooth boundary and we assume that I is composed of
the disjoint boundaries Iy, Ty and Ty, all sufficiently smooth where I'y, = {x € T; x3 = 0},
I[p=1{xe€Tl;x3=L},T =T, Ul UT,. We also denote T, = I, UTy, with T, n T, = &.

We will deal with the diffusive form of the mathematical model of a rainfall water infil-
tration into an isotropic, homogeneous, porous soil with the boundary I'y semipermeable

00 " oK(0) . _

g—Aﬁ (9)+Tx3_ an—QX(O,T), (11)
0(x,0) = Op(x) inQ, (1.2)

(K(8)iz —VB*(0)) -v=u onX,=T,x(0,T), (1.3)

(K(0)iz — VB () -v=af*(0)+ fo onZ,=T,x(0,T). (1.4)
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In this model v is the outward normal to T, i3 is the unit vector along Ox3, downwards
directed, f is some source in Q, f; and u are known on X, and on X, respectively, and K
and 8* are defined as follows (see Appendix A.1):

K(6):= ; 7=t (0) := (1.5)
T k), o<6=a, BT 0):= Jﬂ(f 0<6 <6, .

[KF,+00), 6=0,

where

e 0<0
ﬁw)‘{ﬁ(e), 0<0<0, (1.6)

K =limg,9,$*(0),0< K} < coand 0 < p < 0.
We consider as basic assumptions for the functions occurring in this model the fol-
lowing:
(a) a:Tq — [om, an] is positive and continuous;
(b) K € C*([0,6;]), it is positive, monotonically increasing and convex, K(0) = 0 and
K(6s) = K

c) B € C*((0,6;)), it is positive, monotonically increasing and convex and

95
O =p  mpO) =+, | O <, (17)
7 S 0

Moreover, they satisfy
) (B*(0) — ()0~ 0) = p(6 — 0)2, V6,8 € (—e0,04],
(if) limg— oo f*(6) = — o0,
(iix) |K(0) —K(6)| < M|0—6], V6,0 < 6..
A review of the model is presented in Appendix A.1.

1.2. Functional framework. For the sake of simplicity we will denote the scalar product
and the norm in L?(Q) by (+,-) and || - || respectively. Also we will no longer write the
function arguments which represent the integration variables.

The problem was treated within the functional framework represented by V = H!(Q),
with the norm defined by

1/2
lylly = (LI'W'Z‘{“L oc(x)|w|2da) , (1.8)

V' = (HY(Q))" is its dual endowed with the scalar product

(6,6) . = (0,y), V0,06V, (1.9)
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where y € V satisfies the boundary value problem

g ., 9 _
-Ay =0, av+oa//—0 on Iy, ay—O onl,, (1.10)

(0/0v is the normal derivative). Here (0, y) represents the value of 6 € V" at y € V, or
the pairing between V' and V.
We set

D(A) = {0 € L*(Q); In e V,n(x) € B*(0(x)) a.e. x € Q} (1.11)
and we defined the multivalued operator A: D(A) C V' — V', by
oy
(AH,V/):J vi-vy- KO dx+J anydo, VyeV.  (112)
Q 8X3 T.
Moreover, we defined B € L(L*(T,); V') and fr € L*(0,T; V') by

Bu(y) = —L uydo, VyeV,

(1.13)
frle)(y) = - L foydo, Vyev
and with these notations we introduced the Cauchy problem
do
E+A69f+Bu+fr ae. te(0,T), (1.14)
0(0) = 6p(x) inQ, (1.15)

whose strong solution, if exists, satisfies (1.1)-(1.4) in the sense of distributions.
In order to prove the existence results the multivalued function * was approximated
by the continuous function defined for each € > 0 by

B*(0), 0 < 6;

B (6) = _ (1.16)
Kf'l‘%, 6205,
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so that, besides the properties (i) (for 8 € R), (ii), 3} (0) satisfies also
(iii) limg_ 35 (0) = +oo.
Also in the approximating problem we extended K to the right of the saturation value

by the constant value K.
Consequently, the associated approximating problem

@+A565=f+3u+fr ae. te(0,7), (1.17)

dt
0:(0) = By(x) inQ, (1.18)

followed, where A, : D(A;) C V' — V" is the single-valued operator defined by
(Ab,v) = [ (V/S;"(G) Yy —K(G)a%//)dx+J B (O)ydo, YyeV  (1.19)
Q 3 T,
with the domain

D(A:) = {6 € L*(Q); B¥(0) € V] (1.20)

Obviously the strong solution to (1.17)-(1.18) is the solution in the sense of distribu-
tions to the boundary value problem

% — ABF(6e) + ag)(:s) =f inQ (1.21)
0:(x,0) = Op(x) inQ, (1.22)

(K(6:)is— VB*(6:)) -v=u onZX, (1.23)
(K(6:)is —VB*(0:)) - v=0af¥(0:) + fo onZ,. (1.24)

1.3. Existence and uniqueness of the solution. The proof of the existence of the solution
to problem (1.17)-(1.18) was based on the quasi m-accretivity of the operator A,. Using
an intermediate result (see [9, Proposition 4.2], see also [3]) we proved the following.

THEOREM 1.1 (existence of the approximating solution). Let

feLl*0,T;V"), uecl*z,), fo € L*(Zy), (1.25)
0o € L*(Q); 6y < 6, a.e. on Q. (1.26)
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Then, problem (1.17)-(1.18) has, for each € >0, a unique strong solution

0, € L*(0, T; V) n WhH(0, T; V'),
(1.27)
BE(6) € L*(0,T; V),

that satisfies the estimates

t
ool + | Nl dr

T T T
<yt (1605 + [} U [ ol e+ [} GO ),
(1.28)

16.(8)| 2 <J]£ (£))dx+ —(T

e [l @)

T
SwWM(kkwwM+LHﬂﬂ%dT 129)

T T
+LHmaﬁ«»ﬁ+LHﬁﬁmimﬂﬁ-

In the above estimates a,, = minyer, a(x), y1(am) = O(1/ay), y2(am) = O(l/ay,) as
an — 0and

Je(r) = Lr/ii‘(f) dg. (1.30)

Since the estimates (1.28) and (1.29) do not depend on ¢, by passing to the limit as
& — 0, it was proved that the approximating solution tends to the solution to the Cauchy
problem (1.14)-(1.15) and the latter is also bounded by 6, a.e. on Q.

TaEOREM 1.2 (existence of the original solution). Let f, u, fo and 0y satisfy (1.25)-(1.26).
Then there exists a unique solution 6 € C([0,T];L*(Q)) to the exact problem (1.14)-(1.15)
such that

0 e L?0,T;V)n Wh(0,T; V'), B*(0) € L*(0,T; V), (1.31)
0<6; ae inQ. (1.32)
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Moreover,
loce)l + | le)P ar
2 T 2

T T
[ e [} 1O, ),

2

do !
ar+ [ o)y dr
4 0

E(T)

2 . !
10l = | 0+ |

T
<paton ([ i@ [ 7l ar (139

T T
+LHMﬂmmww+LHﬁﬁWﬂmdﬁ’

wheren € f*(0) a.e. on Qand j: R — (=00, 0] is defined by

- {Lﬁ ©)dE, r=0, .

+o00, r> 05:
(here, limg -9, f* (6;) = K*).

1.4. Boundedness of the solution. A result which refers to the boundedness of the ap-
proximating solution is proved below and this will be used to show that under certain
hypotheses the solution 6 to the original problem (1.14)-(1.15) belongs to the physical
domain for the moisture.

Let us choose two time dependent functions 0y € C'[0,T] and 6,, € C'[0,T] such
that

O0m(£) < Oy (1), 0,,(1) <6y (1), Vte[o,T]. (1.36)

Moreover we assume that 8,,(0) and 0/(0) do not vanish simultaneously and the same
thing is true for 6;,(0) and 6,,(0).
Then, let us denote

fu(t) = 603, (1), um(t) = =K (0m(2)),
M (x,t) = K(Om (1)) 5 - v — () (O (1)),

fm(t) = 0,,(1), um(t) = =K (0n(1)),
Jor(x,t) = K(0u (1)) i3 - v — a(x) B (O,(2)).

(1.37)
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It is obvious that 6(¢) is the classical solution to (1.1)-(1.4) in which fur, up, f
stand for f, u, foy, that is,

B sz + K2 ) g
GM(X,O) = QM(O) in Q) (138)

(K(GM)i3 - Vﬁ: (QM)) v=up(t) onX,
(K (Oam)is — VBE(Oum)) - v = afiy (Om) + fir' (x,1)  on Za.

Analogously, 0,,(¢) is the classical solution to (1.1)-(1.4) corresponding to f, um, for
instead of f, u, fo.

LemMa 1.3 (boundedness of the approximating solution). Let

feLl*0,T;V"), uecl*z,), fo € L*(Z4), (1.39)
0o € L*(Q); 6y <6, a.e onQ (1.40)

hold and assume still that

0,,(0) < 0p(x) < 0p(0) <6 a.e inQ, (1.41)
0,,(t) < f(x,t) <0y (t) aeinQ, (1.42)
up(t) < u(x,t) < u,(t) ae onZ, (1.43)
fl(x,t) < folx,t) < f(x,t)  a.e onZ,. (1.44)
Then, for each € > 0, we have
Om(t) < Oc(x,t) < O (t) ace. inQ, foreacht e [0,T]. (1.45)

Proof. First of all we have to notice that the combination between the assumptions (1.39)-
(1.40) and (1.41)-(1.44) turns out in the assumption of the boundedness of all initial
and boundary data of the problem. For example f € L?(0,T; V') and relationships (1.42)
should be considered in the sense of distributions, but because f is bounded from both
sides, then it is essentially bounded, that is,

fel®Q). (1.46)
The boundedness of the other functions
uel®(Z,), foe L®(Zy) (1.47)

is obvious. Hence, further we will replace the assumptions (1.39) by (1.46)-(1.47).
By Theorem 1.1 problem (1.17)-(1.18) has a unique solution

0. € WH2(0,T; VYN L*(0,T; V). (1.48)
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We multiply the equation

0(0: — Oum)

S A (6:) — B (63) + oK (6.) aK(eM)

ax3

=f—fu

by (8e(x,t) — Op(t))* and then we integrate it over Q X (0,1). We get

J J {zaf [(0: — Om) l+v</3:<eg>—ﬂf<eM>>-v<es—eM>+}dxdT
[0 (a0 -2 (020) (0.~ 00" dor

=[] <t -0 2O e

+ Lt JQ (f = far) (6 — Our) " dxdr — Lt La (fo— M) (6. — 6yy) " dordr
- Jot Jru (u—uy) (0. — Oy) " dodr.
But

a(BE(0:) — B (0m)) (6 — 6u)* = ap((6: — 6ur)")?

and by Stampacchia lemma we have that

vﬂj (05) ' V(es - GM)Jr :ﬁs(es)v(es - GM) ) v(es - GM)+
>p| V(60— 6m) |,
It follows that

1

3 | 1060 = 00" et | 11000 - (e)) I e

S%J [(6— 61(0)) ] 2dx+J M||6.(2) — O (7]

< 1(6.(7) = O (7)) ||VdT+II (f = fur) (6 — Op0)* dxdl

JJ — o) (6: — Om) dUdT—JJ (u—upr) (0 — Oy) " do dr.

(1.49)

(1.50)

(1.51)

(1.52)

(1.53)

Using the assumptions 6y(x) < 0p(0) a.e. in Q, f < 0y (¢), —u(x,t) < K(Ou(t)) a.e.on X,

and fo(x,t) = foﬁ’l(x,t) a.e. on 2, we obtain that

1(6:t) - 6M<t))+||2+pj0 11(8:(2) — 6(2)) |2 d

2 t
< M7 L 11(6:(7) — 6w (1)) *| dr,

(1.54)
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hence by Gronwall lemma, we get that ||(6;(£) — Oy(£))*||> = 0, which implies that 6, (x, t)
< 0Ou(t) a.e.on Q, foreach t € [0, T].

Similarly, by showing that |[(6,(t) — 6,,(t))~[I*> = 0 one can obtain the lower bounded-
ness (see [9]). O

We notice that in the previous result ff and f;” depend on e. However, for a particular
choice of 0,, and 0y, sufficient conditions of boundedness that do not depend on ¢ may
be found in

COROLLARY 1.4. Let 0,,, Oy € C1([0, T]) satisfying
O0n(t)< b, Vtel[0,T], Om(t) =0, Vte[0,T], Oy(0) =6, (1.55)
Assume (1.46)-(1.47), (1.41)-(1.43) and
K — aKS < fo(x,t) < K(0n(2)) — aff* (0,(t)) a.e. on 2. (1.56)
Then
Om(t) < O0s(x,t) < Op(t) a.e inQ, foreacht € [0,T]. (1.57)

Proof. The hypothesis 0,,(t) < 05, Vt € [0, T], implies that 8 (0,,) = 5*(6,) < f*(05), for
any & < d(0,, (¢ ) 0s), where d(8,,(1),0s) = mingeio,17(0s — 0,,(1)). Hence for e small enough
the term K (0,,) — a3 (6,,) may be replaced by K(6,,) — «f3*(6,,) so that fj; turns out to
be 1ndependent on ¢. In particular 6, can be chosen a constant less than ;.

Now, for Oy (t) = 05 we have 5 (0y) = K, so that

K(6y) — aB? (6p) < K — aKZ. (1.58)

In conclusion, using assumption (1.56) we can write a.e. on X, that
K(0ym) — aBf(6m) < Ks — aKS < fo(x,t) < K(Om) — aff* (Om). (1.59)
The latter, together with (1.41)-(1.43) implies the boundedness of 8, between 0,,(t)
and 0y (1). O

Remark 1.5. 1t is obvious that if, in Corollary 1.4, we choose both functions 6,,(t) and
Ou(t) less than 6, it would follow a criterion of comparison only for the unsaturated case.
That is why, in order to study the saturated-unsaturated flow the choice of 0x(t) = 0; is
essential.

On the other hand, as smaller is 6,, the larger is the interval of boundedness for 6.

CoroLLARY 1.6 (boundedness of the original solution). Assume (1.46), (1.47) and Oy(t)
>0, Vte (0,T],
0<6y(x) <0y (0)=06; a.einQ,
0<f(xt)<Oy(t) aeinQ,
0<—u(x,t) <K(0y(t) ae onZ,
Ki—aKy < fo(x,t) <0 a.e.onZ,.

(1.60)
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Then
0=<0(x,t) <0 ae inQ, foreacht e [0,T]. (1.61)

Proof. The proof follows immediately from Theorem 1.2 and Lemma 1.3, choosing
0,,(t) = 0 and 05((t) a non-constant function with 6,,(0) # 0. O

2. Existence of the free boundary in the 3D case

2.1. Supplementary regularity of the approximating solution. The proof of the exis-
tence of the free boundary requires some stronger regularity of the approximating solu-
tion. In this subsection, we will prove successively in Theorems 2.1 and 2.5 further reg-
ularity properties for the solution 0, to the approximating problem (1.17)-(1.18). They
may be obtained using a smoother approximation f3¥ of class C*>(R), so, we provide these
results considering the smoother approximation (A.14). Also, we prefer to give them in
two separate theorems because the proofs are quite long and technical.

THEOREM 2.1. Assume that

f e wh(0,T;L*(Q)), (2.1)

ue W4 (0,T;L*(T,)) nL*(0, T;H' (T,)), (2.2)
fo e Wh(0,T;L*(T,)) N L*(0, T; H' (T,) ), (2.3)
0o € H(Q), 6y <0;a.e onQ. (2.4)

Then, for each ¢ > 0, the solution 0, to problem (1.17)-(1.18) satisfies

0. € WH2(0,T;L*(Q)) nL*(0,T;V) N L*(0, T; H*(Q)), (2.5)
BE(6:) € Wh(0, T;L2(Q)) nL™(0,T; V) N L*(0, T; HX(QY)). (2.6)

Proof. By the hypotheses (2.1)-(2.4) it follows that the approximating problem has a
unique solution satisfying the conclusions of Theorem 1.1.

Since we do not know a priori that 96./0t and df} (6;)/0t are in L*(Q) for t € [0,T],
in a rigorous way we should perform the next calculations by replacing these derivatives
by the corresponding finite differences

Oc(t+0) - 0:(t) B (Be(t+8)) — B (6:(1))
5 ’ 5

(2.7)

which belong to the same space as 8, does. However, for the writing simplicity we will
denote these differences by

96 9P (6.) .
5% or respectively, (2.8)

so in the below proof this way of writing is symbolical.
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We multiply (1.17) by 9f3F (6,)/0t and integrate over Q X (0,t). We have

J.J, puto) (52) e cid |2 )1vg: (0o P e

[ am(awwfﬂﬁs —
IJ (B (6 +foaﬁ5 dd—JJ aﬂf£

After the integration with respect to 7 of the second term in the left-hand side, we
obtain

JJ/SS ( )d‘rdx+ J|v,/3£ 0.()) |>dx ——J |V (6y) | > dx

aﬁs ) dxdr - 3 ), (B 6.0) - (ﬁ?(ﬁo))z)d(f

ox 3 2

(2.10)
Jf(t B (6e(8)) dx — ij)ﬁs 8o) dx — JJ ) dxdr o

Jfo(tﬁs X da+J £ (0B (60) da+JJ af(’ ) do dr
_Luu(t)[)’j(es(t))d0+J 0)8% (6) da+J Jua B*(6,) dodr.

Now, by trace theorem and Poincaré’s inequality it follows that there exists cyw, ¢,
cr,» and cr, such that Vy € H!(Q) we have

lvllv <cvallyllaw, lvlim@ <callyllv, (2.11)
vl <crllviv, lyllec, <crllyllv, (2.12)

where ¢ and ¢f_ depend on 1/a,, (see also [3]). We remind that &, > 0. Using further
(2.11) which applies for (0,) € V, we have

J, [, p-00(5¢ %) dras+ ] [ 1981 0.0) x| alfz60.00) do
< G+ IR @B )y + M [ || 2o 1gz (6ol e

||BE(0:(1)) ], dr (2.13)

+CH||f<t>||||/3:(ee<t>>||v+cht'|gi(T)
+ Ao ey [1BE (B || 2r, + JHafO

||ﬁ;k (OS(T)) | |L2(Fa) dr

L2(Ts)

J oL B G

O 20 [1BE O || o, +
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where

=3 Ja 9@ i [ ko) P e [ o @i @.14)
2.14
+ % La a(B; (60)) do+ Lu fo(0)B; (6o) do + Lu u(0)B* (6y) do.

Since B:(0¢) = B (see Appendix A.2, (A.19)) we can write

ﬁmﬂ[g(aes)zdrdm1||/s:<<es>||é

<l [ ] (2 ) drdx+ 3 j (G +2) gz ol ar
+2J (C o ) afo )Lzm”%“ ou, | )dT (2.15)

or o™
+Z||/3:(es<r>)||2v+4c%1||f<t>||2+4c%a OUASES A

or
+4M?)|6.(0)|I".

LX(T,)

2
lizqr,)

Here we used (2.12) and (ix). Taking into account the hypotheses and the estimate
161> < Co, (where Cy is the e-independent right-hand side sum in (1.29)), we get

ﬁmH ( ) drdx+—||ﬁg 0.(0)[1

(2.16)
< |G| +Ci+Cot Cy L 1182 (6.(0))| % dr,

where
1( ,|19f | e oull’
Cl:i CHll =3, T, a— Al 3y N
12(Q) t 2z, ot
Co = 4§31 f 3o 0 100 + . ||Lm()TLz(za))+cF ||u||Lw0TL2 y MR, (217)
M2
-2 s),
Bon

Here, we noticed that the assumptions (2.1)-(2.3) imply f € C([0, T];L*(€2)) € L*(0, T}
L2(Q)), u € L*(0,T;L*(Ty,)) and fo € L*(0, T;L*(Ty)).
Using Gronwall’s lemma we finally obtain that

1B (B:())]17 < 4(| C5| +CL+ C) €', Vie[0,T] (2.18)
hence

1B (8:(0))|[3 < C5, Ve lo,T], (2.19)
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that is, 8 (6;) € L*(0,T; V) and

= <5, 2.20
|% L. =c (2.20)

where

C=4(|C| +C+Cy) ST, Cs = ﬁi( |C5| +C1+Cy+Cs-C5T). (2.21)
m
The condition (i) implies that the function (8¥)~!: R — R is Lipschitz, so from (2.19)
we also obtain that

16|} < Cle), Vte[0,T). (2.22)

From now on, within this proof, we will denote by C(¢) some constants that depend
on ¢ (by the means of |Cf|).

We also derive that K(0,) € L (0, T;H'(Q)) and therefore we deduce that K(6,)|s €
L*(0, T; HV*(T)), (see, e.g., [8]).

Now we resume (1.17) to get

ABY(6:) = aaet algi%) — f € L*(0, T;L*(Q)), (2.23)
which yields
1ABE (QS)HLZ(Q) < C(e). (2.24)

By the boundary conditions (1.23), (1.24) and the hypotheses we may deduce that

VBE(8e) - vls, = (K(6)is - v—w) |y, € L(0, TsHYA(L,)),

. (2.25)
(VBE(6e) - v+aff(0e)) |5, = (K(6e)is - v— fo)ls, € L*(0, T;H*(T4))

which together with (2.24) implies in virtue of the trace theorem (see [8]) that

B (6:) € L*(0, T; H* () (2.26)
and therefore
0. € L*(0, T; H*(Q)). (2.27)
The last assertion is proved by noticing that by (2.26)
B (0 LA

8= —/3835 ) € L*(0, T;H'(Q)), P ﬁ—(ge )’ (2.28)
d d0: & B.(6:) (2.29)

o ox Pe(6:)  P(0) %oy
where g, € L2(0, T;L*(Q)) and B.(6:) = fm >0 on Q.
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Now, by the Sobolev embedding theorem (see, e.g., [2]) we have for any € H'(Q) C

L°(Q) that
12 12

j ntdx < (j qux) (j qu) = Il Il (2.30)

Q Q Q
and therefore

|t < canllining,  vneH' @ (2.31)
(where we denoted by C4 the constant occurring in the Sobolev embedding formula).
Therefore
2
H axj 12(Q J J <ax]) dxdt

() (2 ) o

T 12 3/2
) 12 32 ||90k 00,
< |, el lsoltia| 550|500, 2
Recalling (2.28) and (2.29) we obtain that
T
99 dt < C(e) (1 + 90 —( ) 9. dt (2.33)
HY(Q) ax] 2 aXJ H{(Q)
implying finally that
T 2
J OO 41 < (e, (2.34)
o Il 9x; i)

By all these, together with the conclusions of Theorem 1.1 we get (2.5)-(2.6) as claimed.
O

Remark 2.2. In this proof Cy, C;, Gy, Cs, Cy are some constants independent on ¢ and
6> Ci, C5 and C(¢) are constants depending on ¢, so the result is true only for each ¢ >0
apart.

Therefore, in the case when 0 < 6; a.e. on Q, we can show a better regularity only for
the approximating solution 6, but we can not pass to limit to get a similar result for 0.
However, under a particular assumption we may deduce a further regularity for 6 too.

THEOREM 2.3. Under hypotheses (2.1)-(2.3) and

0 € H'(Q), esssupfy < 6,96, (2.35)

xeQ)
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the solution 6 to problem (1.14) satisfies in addition

0 € Wh2(0,T;L*(Q)) nL™(0,T; V) nL2(0, T; H*(Q)), (2.36)
B*(0) € Wh(0, T;L2(Q)) nL™(0,T; V) N L*(0, T; H*(Q)). (2.37)

Proof. Since 0, € H'(Q), esssup,q, 0 < 0, it follows that we may write 6, < esssup, ., 6o
< 0, — d(0o,6;), where d(6p,05) > 0 is the fixed distance between 6 and 8;. Then, 5 (6y) =
B*(6y) € HY(Q), for any & < d(6,6;). By the hypotheses (2.1)-(2.3) and Theorem 1.2 we
obtain that problem (1.14)-(1.15) has a unique solution

0 € L*(0,T;V)nWh(0,T; V'),  p*(0) € L*(0,T;V), O<6aeinQ. (2.38)

At the same time we get by Theorem 2.1 that the approximating solution to (1.17)-
(1.18) satisfies
6. € W2 (0, T;L*(Q)) nL™(0,T; V) N L*(0, T; H*(QY)),

Bz (6:) € W2 (0, T;L2(Q)) N L*(0,T; V) n L2(0, T; H* (V). (2.39)

But due to the hypothesis esssup, ., 0y < 0; we notice that the constant Cj given by
(2.14) becomes independent on ¢, since we may replace ¥ (6,) by f*(6,) € H'(Q) for all
e<d.

In conclusion, at their turn, the right-hand constants in (2.19)-(2.24) and (2.34) do
no longer depend on ¢, so we may conclude that

. — 6 weakly in L*(0, T; H*(Q)) and weak star in L* (0, T; V),

do, oL
It i weakly in L*(0, T; L*(Q))),

B (6:) — B*(6) weakly in L?(0, T; H*(Q)) n W2(0, T;L*(Q))
and weak star in L* (0, T; V).

(2.40)

Therefore, by trace theorem, we still obtain that
B (6:) |5, — B*(0)ls, weakly in L*(0, T;H¥*(T,)). (2.41)
Finally, we get also that
6. — 6 strongly in L*(0,T; V). (2.42)

Hence we have proved that the solution to problem (1.14)-(1.15) belongs to the spaces
indicated in (2.36). (]

Remark 2.4. In the special case when the initial data is less than 6;, we have found that
0(t) e H*(Q) forte (0,T). (2.43)

This means that we get that 6(t) € C(Q) for N = 1,2,3, while in the 1D case (when
H?*(Q) C C'(Q)) the solution turns out to be differentiable continuous with respect to
the spatial variable.
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We notice that in the 1D case, since we have that 8 € W12(Q), it follows in addition
that the solution 6 is continuous with respect to both variables,

0ecCQ ifN=1. (2.44)

THEOREM 2.5. Assume that

f e wWh(0,T;L*(Q)), (2.45)
ue Wh(0,T;L*(T,)) nL*(0, T; H'(T,,)), (2.46)
foe WH(0,T;L%(T)) N L*(0, T3 H' (Ta)), (2.47)
0o € H*(Q), 6y <0, a.e. on Q. (2.48)
Then, for each ¢ > 0, the problem (1.17)-(1.18) has a unique solution
0. € WH*(0,T;L2(Q)) n Wh2(0,T; V) n L™ (0, T; H*(Q))), (2.49)
B¥(0:) € Wh= (0, T;L*(Q)) n WH(0, T; V) n L™ (0, T; H*(Q)). (2.50)

Proof. By the hypotheses (2.45)-(2.48) it follows that the approximating problem has a
unique solution satisfying the conclusions of Theorem 2.1.

We will show that 8} (6;) € Wb->(0, T;L*(Q))).

We denote

n=pr0:), =B (), Lap=K((B) (), (2.51)

D= B ) (252

and we notice that for each € > 0 the functions f3, B and ;" are bounded

B = Be(6:) < Pu(e), m < Be(0e) < Bu(e), m =B (0e) < By(e),  (2.53)
where

Pm=minp(0:), B, =minf;(6.), m =minf; (6:),

0.€R

Bu(e) = maxf(6),  Bile) = maxfi(6),  Bile) = maxpl (0. (2:54)

We still mention that f,,, B, and f3,, do not depend on ¢ as seen in Appendix A.2,
(A.17)-(A.18), but Sur, Bar> Bar depend and have the order of 1/e as ¢ — 0.
Then, we replace 8 (6;) by 7 in (1.21)-(1.24) and, for example, (1.21) becomes

C (n)

wimne—An+—=—==f inQ, (2.55)

where 7, is the derivative of # with respect to t. Correspondingly we write the initial and
boundary conditions in the new variable #.
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We differentiate the equations with respect to t and obtain

W () (1) + @) — Ay + x%(('(n)m) —f nQ (2.56)
(C'(Mneis— V) -v=u; onZ, (2.57)

(' (Mneis = V) -v=an+(fo), onZg, (2.58)
7:(x,0) = no(x)  in Q, (2.59)

where w’(1) and (' (1) represent the derivatives of w and { with respect to #, that is,

, 1 , K M
G = KM ) M
B((B) ~(m) Be((Bz) () ~ B’
Equation (2.59) makes sense since 8y € H2(Q). In fact for each ¢ > 0 we have
[17:(0)[] = 11B= (60) (6:) (0)]] < Bar()][(6e) (0)]] < o0, (2.61)
since from (1.21) and the assumptions (2.45) and (2.48) we know that
" 20,
160,00 = 18 0]+ | 52|+ 1170l <. (.62
Then we multiply (2.56) by #; and integrate it over Q x (0,t). We have
J J (w (mn3 + w( ) ) + [ V| =0 n)nr )dxdf
(2.63)
+J J (a2 + (fo),)nedodr = J J f,rlfdxdr+J J U dodr.
0Jr, 0Ja 0Jr,
We integrate with respect to 7 the second term on the left-hand side and obtain
1 ) ! 2
3| oo | nelf e
Q 0

t

< %J JQ ﬁl’]idxd‘l’
0

o [ con
+2L)‘U(’10)77¢(0)dx+ . Q((n)max3dxdr

t t t
+J J andedT+J J uTquUdT—J J (fo) Mrdadr.
0/Q 0.JT, 0Jr,



Gabriela Marinoschi 831

Taking into account (2.60) we have

s | [ ol do

= Z’T%Jo JQ |’7r| dxdr 2 L)w(%)’?f(o)dx e
M (! t .

+ﬁ—mL ||11T(T)H||'1T(T)IIVdT+J0 1) 172 (2] e

+cr, J;) ||uT(T)||L2(I'u)||rIT(T)||VdT‘f‘Crn Jo ||(fO)T(T)”LZ(Fa)H’//T(T)HvdT

and therefore

2 ! 2
(t)dx+L 7 (@ d

sﬁjj o] dedr+ - (—+1)j (2 (2| de (2.66)

w2 letolfy e 92,

where

()= [ ot dx+ [ 5w ar
+%Jmmrm»m+%JM%mmmmw
< ﬁmllm(o P +er (2.67)
= [ @I dr 3, [ @l dr
v36, 1) Ol .

After a few calculations we obtain

1 2 f 2
O+ | ()]}, dr
Pule) JO (2.68)

t
<c+e Jo ||171(T)||2dT+63 JQ |;7,|3dxdr,

where

2
O|"+Bm 2
= |56 O)|I” + Bmer ¢ = M T, ¢ = L (2.69)

Pom ’ i i
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We are going to estimate now the term |, |4, |°dx, using the Holder inequality.

[, Inelas= [ il netax= ([ i) ([ Inel®as)”. @0

Further we can still write via Sobolev’s embedding theorem

[, 171 dx = eIl = Collne I ln Ol @71)

By C4 we denoted the same constant occurring in (2.31).

We mention that by C and C(e), we will further denote some constants independent
and dependent on &, respectively.

Therefore we have

t
J 11 dvde < € |l de
Q (2.72)

t 3 t
<C| lIneolf*dr+3 | ine(olf} dr
0 4 Jo
Here we used the inequality
=1 (2.73)

with p = 4 and g = 4/3.
Inserting (2.72) in (2.68) we obtain that

1 1 t t
s O+ 5 [l ar =g ec [ (In o+l @) dr. @79

If we denote

£ =l = 0 (2.75)
the inequality (2.74) becomes
t
‘/3 t)_c0+CJ (p(r)+9*(x ))d15c5+2CJ o*(1)dr, (2.76)
0
if we assume that ¢(t) > 1, in the other case (¢(#) < 1) the proof is finished, #,(t) following
to be bounded in L*(Q)).
Thus we obtain
t
0<g(t) < +C§J (1) dr, (2.77)
0

where ¢f = ¢§fm(e), 5 = 2CPum(e)
We will prove that this implies the boundedness of ¢(t).
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We define
t
D(t =c€J *(r)dr, ®(0)=0,
(1) 20<P() (0) (2.78)
D' (t) = 5> (t).
Hence we obtain the differential inequality
4P e @(0)=0 (2.79)
(cf + @)
whose solution is
. c§ 1
+D(1) < = for0<t< R (2.80)
1—2(c5) st 2(cf) "3
In fact we obtained
0=l s —L—— foro<t<T, (2.81)
1-2(c%)"c5t
where
Ty= — (2.82)
D) '
If Ty = T then we get from (2.74) that
dB* (0
N = ﬁfa(t t) € L (0,T;L*(Q)) N L*(0, T; V). (2.83)
If Ty < T we have the inequality (2.81) for any t € [0, 1], where
to=To—0 (2.84)

with § > 0 arbitrary and sufficiently small.
Next, we repeat the procedure for the intervals [fo,t1],. .., [f,—1,t,] until the whole time

.....

1
tj S (T] —6,Tj), Tj - tj—l = W,
ti-1
R 8
ti_ + b C
ci, = Pule) L 1/3 -,

Here a problem arises by the fact that the norm [|#;(¢;-1) > may increase determining a
high decrease of the time step T; — ¢;-; and making thus impossible the reaching of the
final time T.
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However we can prove that this is not the case, by using a previous estimate for #,(t),
namely (2.20) from where we deduce that

T T
L me(0) [P dt < By e) JO 16:(0)| dt =< B, (e)C = (2.86)

which is independent of the time step (here C5 is that in formula (2.20)). Therefore the
function ¢ — ||n,(£)||?> belongs to L?(0,T), so by Luzin’s theorem we have that for each
8 > 0 there exists Es with meas(Es) < 8/2 such that ||5,(¢)> < C; for any ¢ € [0, T]\Es.
In particular the point ¢ can be found in an interval of measure §, so for example t €
(T-96,T).

Applying this result to the interval (¢;_1,T;), we can find a point t; € [T; — 6, T;) such
that

e (£)11” < Ciy (2.87)

and therefore

2
S B 1( Brm )
ot = - L
T 2g) s 26 Bu@ \[ne ()] + Bmct

(2.88)
ey ()
a 4C513v1(5) CIS\/I +ﬁmcl
which is independently on the time step. The procedure stops when
0.77c U [t-1.4] (2.89)
j=L..,n
and resuming (2.74) we obtain thus once again (2.83), that is,
B (6.
188855 ) ¢ L=(0, T;L3(Q)) N L2(0,T; V). (2.90)

Finally, taking into account (2.83) and returning to 8, we obtain (see also (2.53))

00,

Be(6:) == € L™ (0, T;L*(Q)) N L*(0,T; V),
ot
90 (2.91)
a—: € L=(0,T;L*(Q)) N L*(0,T; V),
and from (1.21) we deduce that
. < a6, | . ||K (6)
gz o) < 7@l + | S|+ 25 @] (292)

that is,

[|[ABE (6:(1))|| = C(e), Vte[0,T] (2.93)



Gabriela Marinoschi 835
implying successively that
B: (6:) € L™ (0, T;HA(Q)),

(2.94)
VB (6e) = B:(6:) VO € L™ (0, T; H'(2)).

Completely similar as done before (see the inequalities beginning with (2.28)) we get that

2

00,

ng, Ol Cle) (1+|g 1) + %Hax,- (t) ;(m, vt e [0,T] (2.95)

so finally we obtain
6. € L* (0, T; H*(€2)) (2.96)
as claimed. O

Remark 2.6. However, we have to mention that some of the constants occurring in the
Theorem 2.5 before depend on ¢ by the means of 85(¢) which is unbounded if ¢ — 0 (see
especially Cj;). So that the estimates are true only for each € > 0, apart and they can not be
used in order to obtain a similar regularity for the function 6, neither in the case specified
in Theorem 2.3.

2.2. Existence of the vertical derivative. We introduce

def. ags
B 8x3

(2.97)

€

and since w, € L?(0, T; V) by the previous theorems, we can differentiate with respect to
x3 in (1.21)-(1.24) and obtain the equivalent model for the derivative w,

ow, d

a—; = A(Be(Oe)we) + a—xS(K'(Ge)wg) = frp> (2.98)
K(6:) _/))e(es)ws =-u onix, (2.99)
K (6;) _ﬁE(GS)Ws =af; (6e) +fo onZX, (2.100)

(K" (Be)weiz — V(Be (Be)we) ) - v = aBe (0) we + 0, B (6e) + (fo)x3 on X, (2.101)
to which we add the initial condition
We(x,0) = weo(x) in Q (2.102)
which makes sense, due to (2.49) (90,/0x3 € W12(0,T;L%(Q))), so weo € L*(Q).

Next we will prove that if the initial and boundary data have a sufficient regularity, the
problem (2.98)-(2.102) has a solution w,.
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THEOREM 2.7. Assume that « € C1(Ty), and

6 € HX(Q), 6, <0, (2.103)
ue W (0, T;L*(T,)) nL*(0, T; H (T,)) N L= (Z,), (2.104)
fo € WH2(0,T;L*(T)) N L*(0, T; H' (T,) ) N L™ (Za), (2.105)
f e Wh(0,T;L*(Q)). (2.106)

Then problem (2.98)-(2.102) has a unique solution

we € C([0, T;L*(Q)) N L*(0, T; V), (2.107)
d;:f e 120, T; V). (2.108)

Proof. By Theorem 2.5 we know that problem (1.17)-(1.18) has a unique solution

0. € Wb (0, T;L2(Q)) n WH2(0,T; V) n L™ (0, T; H*(QY)), (2.109)
BF(6:) € Wh= (0, T;L*(Q)) n WH(0, T; V) n L™ (0, T; HA(QY)). (2.110)

We introduce the functions

= K(0e) +u b = K(6) — o (8) — fo

€ ﬁs(es) Zu’ ﬁS(GS) Zb.

They are well defined on £, and X, respectively, as we can see further. First, for any y,
n € H'(Q) we have

(2.111)

yi € LA(Q) (2.112)

because we have by (2.31) that

) 1/2 1/2
bl =J yin’dx < (I y4dx> (J ﬂ“dx)
Q Q (2.113)

< Gy Iy I3E o I 2 3 ) < oo

(Cy is the same from (2.31)). Since 0, (¢) € L*(0, T; H*(Q)) and f; € C*(R) it follows that

9P (6.)

axi
?Be(6:) ., 00, 90, 926,
axiaxj _ﬁe( )ax] /35( ) a

= (6 )* € L*(0,T,L*(Q)), (2.114)

€ L2(0,T;L*(QY)), (2.115)

the latter being implied by (2.112). We also used the fact that f, and its derivatives up
to the second order are bounded for each € > 0 (see Appendix A.2). In conclusion we get
that

Be(6e) € L (0, T; H*(Q2)), (2.116)
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s0 its trace exists on 2, and

Be(6:) |5, € L™ (0, T;HY*(T,)), (2.117)

(see, e.g., [8]). Also we have that
B:(6e) € L* (0, T;H'(Q)), (2.118)
Bi(0e) | 5, € L™ (0, T;H(Tw)). (2.119)

Analogously, K € C?(R) (by regularization) and it follows that

K(6.) € L*(0,T; H*(Q)), (2.120)

its trace exists on 2, and K(6;)|s, € L (0, T; H¥*(T},)).
Hence w! is well defined on Z,,. Then we have to calculate

ow 0 u K(6)
=— +

ax,- ax,- /55(95) ﬁg(eg)

We will detail the explanations only for the first term, the result being the same for the

second, too. Because the surface I';, (of equation x3 = 0) is sufficiently smooth and u €

L*®(Z,) N L*0,T;H(T,)), we have

(2.121)

Zu

o (_u (M 1 9Be(6.)
5<W) zu‘(ﬁs(es)‘ﬁg(eg) ) ., EL G, (2122)

so finally we get
Wg ELz(O,T;Hl (I‘u)) (2123)

In a similar way we can show, using (2.109) and (2.110) that

ow! 0 ( u K(Qs)) 2 2
== + € L°(0, T;L(Ty)). 2.124
o o \B(a) T ple )|y, S H O 212
Analogously it can be shown that
b o712 1 oWl _ s 2
wt e 12(0, T;H' (T,)), ==& € L2(0, T;L2(Ty)). (2.125)

ot
By trace theorem we deduce therefore that there exists a function
we € L2(0, T; HY*(Q)) € L2(0, T; H'(Q)), (2.126)
with

oW,

ot

€ L2(0,T;L*(QY)), (2.127)
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such that

1'7’£|Z,4:Wga VNV&'Eh:ng-

(2.128)

Here is the argument. Since we may assume that w, € W'2(0, T; L?(T)) we have that

T-6
J [t +8) — We0) oy de < CIOP, V8 € (0,T),
0

(see [1]).

(2.129)

By surjectivity of the trace operator, this inequality remains true for w, in H!(Q) norm

and we have that
T-6 .
[ 1 +.8) = Wl
-8 ,
SCL || We(t+8) = We(B)]| 2y dt < CISI

and so
we € WH2(0, T;L2(Q)).
We define
¢ =we— W,
so that the problem (2.98)-(2.102) becomes

‘;_‘f — A(B:(6:)¢) + %(K’(Gs)sb) = for

¢$=0 onX, ¢=0 onZp,
(K'(0:)¢is = V (Be(6e) ) - v = afe (0:) + fop 0N Ziars
¢(x,0) = go(x) inQ,
where
oW,

fo= fo— 20+ AB(B) - (K (B) ),

8x3
f0¢ = _(K,(es)wsiS V= v(ﬁs(gs)ws) : V) +0‘X3,B;,k (98) + (fO)x3 on Xy

and ¢o(x) = we(x,0) — we(x,0) € L2(Q).
We mention that under the specified assumptions

fo €20, TL(Q)),  fop € LP(0,T5L7 (Tiar)).
We consider the space

Vo={yeH(Q);y=00nT,,y=00nTs}

(2.130)

(2.131)

(2.132)

(2.133)

(2.134)
(2.135)
(2.136)

(2.137)

(2.138)

(2.139)

(2.140)
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with the usual norm and its dual denoted V; and we define the linear operator A(t) :

Vo — Vg by

4wpy) = [ (VIO0)9) - Ty K (0093 )ax
v apu(6.0)gwdo

for any y € V.
The operator A(t) is bounded and coercive. Indeed, we have

(A099) = | (8001767 +5.(006V0, - V9~ K (695 ) d

+I ‘Xﬂs( )¢2d0 = /J’m||¢||v0 + ‘xm,Bm”(p”LZ(rm)
—Bu@|¢V oIVl — Ml I$llv,

2 B
Bm

Using (2.31) we calculate

loved? = [ ¢l v Pax= (|, ¢4dx)l/2(J |76, |4dx)l/2

1/2 3/2 172 3/2

= Cillo@I™ oIy, VOOV eIy, -

But 0, satisfies (2.109) and so

172 3/2

166> < C@)[eOI 1¢I5
Then we have

172 3/2

(ﬁM

||¢V9 I” < c@llgllle@lly,

< Z||¢(t)||vo +C@|le|l,

where we applied relationship (2.73). Recalling (2.142) we obtain

Bm

(A0$.8) = 211913, + anful 1)~ ( ﬁm+C(s))ll¢||2.

By (2.141) we have

LA S(y) | < Bu@lldllv, l1wllv, + B ()@ VO Il v,
+ Ml plHyllv, +amPBu(E NPl 20 11 2T

Il +amﬂmll¢llfz(rm)—Z[\;plkpllz (Bue )||¢v9 12

(2.141)

(2.142)

(2.143)

(2.144)

(2.145)

(2.146)

(2.147)
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By (2.144) and Friedrichs’ inequality we obtain

3/4

leVee|l < C@lle@)| oIy, < Cellgdlly, (2.148)

so that we finally can write (see (2.11) and (2.12)) that

LA | < (Bu(e) +C(@) v, 1y llv,. (2.149)

In conclusion we deduce that

A [y, = Cle)lIdlly, (2.150)

so it is continuous. As previously, C and C(e) denote various constants independent and
dependent on ¢, respectively. It follows that the operator A(¢) satisfies the hypotheses of
Lions’ theorem and since f3 € L*(0,T; V) and ¢y € L*(Q2) we conclude that the system
(2.133)-(2.136) has a unique solution

¢ € C([0,TI;L*(Q)) N L*(0,T; Vy), % € L*(0,T;Vy). (2.151)

By (2.132) we obtain (2.107)-(2.108) as claimed. O

2.3. Vertical monotonicity of the solution. To prove that there exists a free boundary
s = s(t,x1,x,) that determines a delimitation between the saturated domain denoted Q, =
{(x,1);0(x,t) = 65} and the unsaturated one Q_ = {(x,1);0(x,t) < 6}, with Q, above Q_,
the idea is to prove that the function 6 is monotonically decreasing with respect to x3, that
is, w = 00/0x3 < 0. Consequently, the equation 6(x,t) = 0, can be solved with respect to
x3 and yield a unique solution x3 = s(,x1,x;). Moreover, if 8 € C'(Q), then the surface is
smooth too.

We can now to pass to the proof of the vertical monotonicity of 8 for the situation
when N = 3, « is constant and f; is time dependent only. First, we will prove the same
thing for 6.

We use once again the approximate 8} given by (A.14).

For the case of interest in our problem, meaning the study of the top saturation occur-
rence (6 = 6; on X,) some supplementary conditions will be required and these include
a monotonically vertical decreasing distribution of the initial data and source and some
particular properties for the functions u and fy. So, first we will prove an intermediate
result.

For each ¢ > 0, let us introduce the functions F, : R — R,

Fe(r) = K(r) — af (r) (2.152)

and F: (—o0,6,] = R

By =K(r) —af (1), (2.153)

ok

where 8 (r) is the minimal section of f*. This means that F(6;) = K;*.
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Figure 2.1. Determination of 8,,(t).

We notice that F; is differentiable on R and F is continuous (and differentiable on
(—00,6;)) and

E(r) = Fe(r), Vre(—o,0;—¢). (2.154)
Denote by Fin = mingeqo,0,] F(0), Fimax = maxge[o,0,] F(6). Then
F: (= 00,0,] = [Finin, +0). (2.155)

Moreover, F is strictly monotonically decreasing on (—o0,0] because F'(r) = —af(r) <
0forr<0.

LemMA 2.8. Let a be a positive constant and fy € C'[0,T]. Then, if fo = Fin> the equation

F(r) = fo(t) (2.156)
has at least one solution
() =F (fo(1)), (2.157)
for each t fixed.
This follows by the continuity of the function F : (—00,6;] — [Fpin,+0). O

Generally, F~! may be a multivalued function. Denote by By the smallest solution to
the equation F(0) = Fiax. We notice that if fo(#) > Fmay, then the solution F~1( fy(#)) is
unique and it is smaller than 0., see Figure 2.1.
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LEmMMA 2.9. Assume that the following conditions

fo € C'[0,T], fo(t)= sup F(6), (2.158)
6e10,6,]
feWwh(0,T;L*(Q)) ae. onQ, (2.159)
F ') O <f aeonq (2.160)
ue Wh2(0,T;L2(T,)) N L= (0, T;H (T,)) N L™ (Z), (2.161)
Ki<—u aeon, (2.162)
0y € H*(Q), 0=<6, <6, (2.163)

hold true. Then, there exists 0,,(t) independent of €, such that the approximating solution 0,
satisfies

O (t) < 0e(x,t) a.e.onQ, foranyte[0,T], € >0, (2.164)
%(x, £)<0 a.e onp, (2.165)
8x3
%(x,t) <0 aeonZ, (2.166)
aX3

Proof. By Theorem 1.1 the approximating solution 0, exists and satisfies the boundary
condition (1.24) which particularly written on the part ¥, becomes

aee _ K(ee) _“ﬁj (95) _fO

F 5.(6,) a.e. on Xp. (2.167)
Also
gz; = % a.e.on X, (2.168)
Condition (2.158) implies that
B0 Fon = K(8) —af (8), V6. < [0,6.], (2.169)
in particular
fo(t) = K; — aK*. (2.170)
Moreover, since
F(6:) =K(6:) — aB*(6:) = K(6:) — B (6:), V0. €[0,6), (2.171)
(see (A.22)) and F(6;) = F.(6;) we have that
fo(t) = sup F(6) = K(6:) —af¥(6:) onZy, VO, € [0,6]. (2.172)

6:<(0,0]
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If 6, > O, then 5 (6,) > K* and by (2.170) we get
fo(t) = Ky — aK > K(6;) —af(6:), VO >0, (2.173)

Now, for each ¢ fixed the horizontal y = fy(t) > Fp,y intersects the graphic of the func-
tion y = F(0) yet at one point situated on the left decreasing branch of F (see Figure 2.1).
Hence, for each t fixed, we define

0, (t) = min {r;(£), F(r; (1)) = fo(t)} (2.174)

and 6, follows to be independent on «.

By the decreasing monotonicity of F we obtain that if fy(t) = F(0,,) = Fmax then 0,,,(t) <
Oefr, where Oieg is the smallest solution to Fnax = fo(t).

Moreover, it follows that t — 6,,(t) is differentiable,

1
0 t)=—"—"—. 2.175
"= FE (D)) (2173
In particular, if Fp,x > 0, then 6,,(¢) < 0, whence we obtain
fo(t) = Fiax = F(6;) = Fe(0) for 6, € [0,,(£),0). (2.176)

Finally we get from (2.172), (2.173), and (2.176) that assumption (2.158) turns out in

fo(t) = F(0;) for 6,,(t) <6, on%y (2.177)
and for each t we have
fo(t) = F(0,(1)) = sup F(0). (2.178)
0=0,,(t)

Further, using (2.160) we can write
0,(t)<f onQ. (2.179)
Then, by (2.162) we have
K(0,(t)) <Ks<—u onZ, (2.180)

because K is a monotonically increasing function for 8 < 6; and 6,,(t) < 0;.
In conclusion by (2.158), (2.163), (2.179), (2.180) and Lemma 1.3 it follows that

O0,(t) < O:(x,t) ae.onQ,Vte[0,T]. (2.181)
By (2.167) and (2.164) we successively get

% _ K(Gs) _“/3)5* (‘98) _f()(t) < SupeszemmF(@s) _fO(t)
0x3 - ﬁS(ee) a ﬂe:(ee)
30, _ F(On(t) = fo(t)
ox3 Be(0e)

a.e.on Xp,
(2.182)
a.e.on X,
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that is, (2.165). Analogously we obtain

90,  K(6;)+u - K. +u
0x;3 B ﬁs(es) a ,Bs(es)

as claimed. O

<0 ae.onX, (2.183)

THEOREM 2.10. Assume the hypotheses of Theorem 2.7 and Lemma 2.9, that is,

0y € H*(Q)),
0<6y<6, a.e onQ,
ue Wl’z(O,T;LZ(Fu)) ﬂL“(O,T;Hl(Fu)) NL®(Z,),
Ki<—-u aeonZ,
fo € C'0,T], (2.184)
ok
fo(t) = sup (K(60)—af (6)),

0<10,6.]
feWwh(0,T;L*(Q)) ae. onQ,

(F'(fo)) () = f,
and a >0,

%(z,o) <0 ae inQ,

fo (%) <0 aeinQ.
Then w = 06/0z is negative a.e. on QX (0,T) and x5 — 0(x1,x2,%3,1) is monotonically de-
creasing on [0, T] for each t € [0, T].
Proof. We recall system (2.98)-(2.102) for the derivative w, = 90,/0x3 in the following

form

ow, 0 ,
? - A(ﬁS(GS)WS) + 8_963(K (GS)WS) = fxw

we(x,0) = wo(x) inQ,
K(0) —Be(B)we=—u onZ,, (2.186)
K(60:) — Be(Bc)we = aB (6) + fo  on %y,
(K" (0c)weis = V (Be(Oe) we) ) - v = afe (6c) we  on Ziye.

Under the hypotheses (2.184) the approximating solution 6, has, by Theorem 2.5, the
properties

0, € W= (0, T;L3(Q)) n WH2(0,T; V) n L (0, T; HA(Q)),

BE(6:) € W (0, T3L2(€)) n WH2(0,T5 V) 0 L™ (0, T HX(Q)). (2.187)
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Moreover, due to Lemma 2.9, we have that there exists 6,,(t) such that 6,,(t) < 6,,

99. <0 a.e. onXy, 99. <0 ae.onX, (2.188)
0x3 0x3

implying that w} = 0 a.e. on X and on Z,,.
With these considerations, we can multiply (2.186) by w{ and integrate it over Q X
(0,t). We have

t
ff owe *dxdT+J’J’ V(B (6:)we) - Vi dxdr
J J K'( e dxdt—J J (aB(6e) + fo)wS dodr (2.189)
t
+J J uw:dadT—J J (xﬁe(es)wsw:dadr+J J fewidxsdr.
0 ru 0 Fla! 0JQ

We have

t 02 ;
lj J a(wg) dxdT+J J ﬁE(es) | VW:|2dxd‘[
2 Jo ot
J J afe (6:) dodr+j J Be(0:)we VO, - Vw/ dxdr (2.190)

SRS ||Haw

The rest of the terms on the right-hand side vanishes, due to the considered hypotheses.
Then we have

JtJ /))E(es)WsVQS - Vw!dxdr
0
J 8. (O D)VO(D[[[Vw{ (7)]|dr (2.191)
= E(JO ZﬁﬁﬂHW:(T)VGS(T)HZdT‘F%JO ||VW;—(T)H2dT)

and noticing that by hypothesis w; (0) = 0, we deduce that

1 2
SwrOIF + B2 | [[(Vwe(r) ] dr+ B (0e) (wi) dodr
o b, -

2
< I [ ol B jonw:(rwesmll dr.
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Taking into account that 96,/0x; € L* (0, T; V') we have

[ i) Vo) Pax
= ([ o) ([ 1980t

(2.193)
< G wH NN W) Ol VOOV 0037
= %’”II(W@)*HZ+C(e)||w:<r)||2,
(see (2.31) and (2.145)). From (2.192) we get finally that
llwt ()] < Cle) L i ()| d (2.194)

which implies, by Gronwall’s lemma that w/ (x,t) = 0 a.e. on Q, for each t € [0, T].
Consequently, the function x3 — 6¢(x,t) is decreasing, meaning that if x3,x3 € [0,L]
with x5 < x5 it follows that

0 (x1,%2,3,1) < 0c(x1,%2,%5,1). (2.195)

This inequality is preserved by passing to limit as ¢ — 0 so, we find that x3 — 0(x,¢) is
decreasing a.e. on (0,L). O

The previous result enables us to state.

CoROLLARY 2.11. There is a graph x3 = s(x1,x2,t) that separates the saturated region Q.. by
the unsaturated region Q_.

Proof. By Theorem 2.7 we may conclude that either the flow remains all the time unsat-
urated if the saturation did not occur first at the surface or there exists only one satu-
rated subdomain and only one unsaturated separated by the free boundary s. Indeed, if
0(x1,%2,0,t) < B, for all £ and all (x1,x,) € D, then 0(x1,x,x3,1) < 05 a.e. x € Q.

If there exists ¢, > 0 and (x},x5) such that 0(x},x5,0,t;) = 6;, then by the monotonicity
of 0 we have that 0(x{,x5,x3,t;) < 0s, Vx3 = 0. The equality may take place for x3 € [0,x5]
while for x5 € (x3, L] we have the strict inequality.

Then, the proof of the corollary is immediate by defining

s(x1,%2,t) = sup {x3; 0 (x1,%2,%3,1) = 05} (2.196)

or s(x1,x2,t) = inf {x3;0(x1,x2,x3,1) < Os}.
We mention also that in the case when 6 is smooth then the free surface is smooth
too. O
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3. Weak solution

We recall now the infiltration boundary value problem written in pressure form (see
Appendix A.1)

c e -v - (kv + 5 = 1 ing, (3.1)
h(x,0) = ho(x) in Q (3.2)

(k(h)is —k(h)Vh) -v=u onZX, (3.3)
(k(h)is —k(h)Vh) -v = aK*(h) + fo on %, (3.4)

and remind the definition of the weak solution to (3.1)-(3.4) and the result that states the
equivalence between this model and that one describing the occurrence of the saturated-
unsaturated domains Q; and Q_(see [9]).

Let V be the space H'(Q) endowed with the usual Hilbertian norm.

Definition 3.1. The function h € L2(0,T;L*(Q2)) is said to be a weak solution to problem
(3.1)-(3.4) if K*(h) € L*(0,T; V) and

x 9
jQ( 90,0+ VK (h) - V(1) = k()55 (x,t))dxdt

_ JQ¢(x,0)C*(ho(x))dx— L (@(K* () + fole, ) (x, ) dodt  (3.5)

o«

- J ule, D (x, 1) dodt + jQ Fe ) (x, dxdt

u

for all ¢ € L2(0, T; H'(Q)) with ¢, € L2(0, T;L2(Q)) and ¢(x, T) = 0.

PrOPOSITION 3.2 (see [9]). Assume

feLl*0,T;V"), ueL*(0,T;L*(T,)), fo € L*(0, T; L (Ty)),

. (3.6)
0o € L°(Q), 6y <0;a.e onQ.

Then problem (3.1)-(3.4) has a weak solution h € L*(0,T; V).

Remark 3.3. By the strictly increasing monotonicity of the function h — C*(h) on h <0
we obtain, under the appropriate conditions of Lemma 1.3, that if 6 > 6,, then h > h,, so
h belongs also to the physical domain.

In terms of pressure we set Q_ = {(x,1);h(x,t) <0}, Q4 = {(x,1);h(x,t) >0},and Qp =
{(x,t);h(x,t) = 0} for the free surface.
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ProrosITION 3.4. Assume that Q_, Q. are open and Qo is a smooth surface. Then, the
weak and smooth solution to (3.1)-(3.4) is a solution to the below model describing the water
infiltration into an unsaturated-saturated soil

Cn9 - Ak W+ %0~ inq, (7)
“KAh=f inQ,, (3.8)

h(x,0) = ho(x) inQ, (3.9)

qt(xt) =q (x,t) on Qo W (x,t) =h"(x,t) =0 on Qy, (3.10)
q-v=u(xt) onZ, q-v=ax)K*(h)+ fo(x,t) onZ,. (3.11)

Here, g, h* are the limit values of g and h from the sides Q*. Now we can prove
THEOREM 3.5. The weak and continuous solution to (3.1)-(3.4) is unique.

Proof. The uniqueness in the 1D unsaturated domain was proved in [9]. For the 3D case
we consider two solutions & and h, satisfying (3.5) and let consider the relation satisfied
by their difference. For continuous solutions k, the sets Q; and Q_ are open and taking
y with compact support in the interior of Q. we get

VK,(h-F) - Vydxdi - —J oK. (h = Ryy dodt, (3.12)
Qs+ o

where K*(h) = K* + Kh. Setting now ¥ = h — h we obtain
OSJ |v<h—E)|2dxdt=—f a(h—h)2dodt (3.13)
Q+ Za

implying that h = h, that is, the pressure uniqueness in the saturated domain. O

4. Conclusions

The present paper, as well as paper [9] have been intended to develop a functional ap-
proach for the problem of simultaneous saturated-unsaturated flow into a porous medi-
um. The modeling of the process was done in order to meet the particularities of the
most used hydraulic models in soil sciences, for example that of Broadbridge-White and
van Genuchten, with a blowing-up diffusivity at saturation occurrence. The problem of
mathematical modeling of the flow around the saturation point was solved by the intro-
duction of the multivalued function (1.5).

Under assumptions on the initial and boundary data appropriate to those existent
in a real concrete problem the existence of the simultaneous saturated-unsaturated flow
was proved. Further, for realistic conditions, as a positively distributed initial moisture,
bounded sources and rain rates, the boundedness of the solution and its placement in a
physical accepted domain for moistures were proved.
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Also, by the comparison of the solution with known regular time functions, a forecast
of the flow behavior can be done, for a given structure of the initial and boundary data.

During the phenomenon evolution the formation of saturated zones may be observed
anywhere in the flow domain. But due to particular flow conditions, situations in which
two separated domains are formed, one saturated and the other unsaturated may occur.
Experimentally it was put in evidence that, at least in the 1D case, the apparition of the
saturation at a certain first place, is related to the ratio between the rain rate and the
conductivity at saturation. If this ratio is less than 1 then first saturates the basement and
the water front advances to the top and if it is greater that 1 then saturation is formed
beginning from the soil surface (see [7]).

Besides the condition concerning this ratio, in the paper sufficient conditions under
which the latter situation may appear are given. Consequently, a definition of the free
boundary was introduced. However its regularity remains an open problem.

Finally a discussion on the solution in pressure form was made. In mechanics one
deals with the systems written in the forms (3.1)-(3.4), and (3.7)-(3.11) which corre-
sponds to the already separated flows. In order to give a mathematical meaning to the
first, the definition of the weak solution was introduced and a result of existence for this
solution was proved. Further a rigorous link between these two models has been done in
Proposition 3.4 proved for smooth solutions.

Appendix
A.1. Review of the model.

Description of the hydraulic model. We consider that infiltration is described by the
boundary value problem written in the pressure form (3.1)-(3.4), in which the hydraulic
model (represented by the hydraulic conductivity k and constitutive law 8 (moisture)) is
defined as follows in terms of the pressure h:
(a1) k:[hy,0] — [K;,K]; k is positive, monotonically increasing, twice differentiable,
convex on [K,,K;] and k' (h,) = 0;
(az) 0: [h,0] — [0,,6;]; O is positive, monotonically increasing, twice differentiable
and concave.
The value 0; is the value of moisture at saturation and 6, = 6(h,), (h, < 0) is the residual
value of moisture, meaning the moisture resident in a dried soil. Practically, under this
value there is no flow. The values K; and K, are the values of conductivity at saturation
and respectively for a dried soil. The positive values 6,, 0;, K;, K; are soil characteristics
and they are known. The condition k’(h,) = 0 was put in evidence in experiments (see
[6]).
The derivative of 6 with respect to h is called water capacity, C.
(as) C: [hy,0] — [0,C,] is a positive, bounded, continuous, monotonically decreasing
function on [h,,0], and C’'(h,) = 0.
This means that the flow is defined up to the maximum capacity of the soil.
Moreover we assume
(ix) there exists M > 0 such that k' (h) < MC(h).
At saturation we have
(ag) O(h) = 6;, k(h) = K; and C(h) =0, for h > 0.
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The diffusive model. We define the primitives of C and K by C* : [h,, ) — [6;,0;],

( h

C*(h):*9,+JhrC(()dC, h<0 "
o, h=>0,
( +h

K*(h) = - Lr k(G)de, h<0 (A.2)
K*+Kh, h=0, K* = K*(0)

and notice that 8 = C*(h).
Both functions are continuous and monotonically increasing (C* is strictly monoton-
ically increasing on h < 0) and with these notations Richards’ equation (3.1) becomes

oC*(h)
ot

— AK*(h) + %(:) -f inQ (A.3)

Being more convenient to work with the variable 8, we introduce from (A.1) the in-
verse of C*

. {(c*w(e), 6 <[6,,0.) (Ad)
[0,+00), 0 =0,

and replace all over in (A.3), (3.2)-(3.4) h by (A.4). So we get the multivalued function

K*((C*)71(®)), 0¢€[0,6),
o= b 0e10n0) (A5)
[Ks*)+oo)) 0= 65)
where KX = limg ¢, f*(0) and the conductivity expressed as function of 6
K(6) = k((C*)7'(8)), 0€[6,.0.]. (A6)

For 6 € (6,,06;) we can calculate the derivative of $*(6), denoted by (8) which follows to
be given by

k((C*)~1(9))

PO= cleen

(A7)

By the hypotheses made on the functions C and k it follows that  is monotonically
increasing and convex, so

B(O) = B(6,) :=p >0,

B(6) >0, B’ (6) >0, for6e][6,,06] (4.8)

and 3'(6,) = 0, K'(6,) = 0.
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By the assumptions made up to now we deduce that the functions f* and K satisfy
i) (B*(0) ~ B*(6))(6—0) = p(6— B)2, V6,0 € (0,641,
(if) limg— o f*(6) = — 0.
(iig) IK(0) —K(0)| < M|6 - 6], ¥6,0 < 6..

For the new variable 6 we obtained in fact the diffusive model

D a0+

o 9) =f inQ (A.9)

with the initial and boundary data.

The dimensionless diffusive model. We perform now the variable transformations

B6)
Ba’

K(0) - K,
K; - K,
(A.10)

T==, X=2, BO-= K(9) =

in order to make the model dimensionless. Here A4, t7 and f3 are the characteristic length,
time and diffusivity for the problem. All these lead to the dimensionless model

0 o~ o~ az%@

=f inQ,

6(%,0) = 50(?0, (A11)
(R(B)is — VB*(0)) - v=1(%T) ae onZ,,

The domain for 8 is [0,55) and in particular 0, =1, R(0) =0, and E(O) =p>0.

Up to now, the functions have been defined on the physical domain for the moisture,
(0,8,), but for the application of the mathematical theory, they are extended to the left
of the origin by continuity and in our paper we will denote still by f3, ﬁ*(g) and K the
following extensions

po, <0 (A.12)
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The conditions (i), (ii), (iix) are preserved in the dimensionless model.

In the main part of the paper it is proved that under suitable conditions we have
0e [0,53]. This means that 8 which is the real moisture belongs to [6;,0;] and the corre-
sponding pressure h € [h,,+0c0).

We have to specify that conditions (a;)—(as) which imply the conditions (i), (ii), (iix)
have been chosen such that to correspond to realistic hydraulic models used in soil sci-
ences, that is, Broadbridge-White and van Genuchten. For example, we indicate that a
limit case in the model of Broadbridge-White (see [6]) correspond to the functions

N 1

0) = —,
g \V1-08

which satisfy all these conditions. This case describes a strongly nonlinear soil.

Therefore the model we deal with is (A.11) satisfying (i), (ii), and (iix). For simplicity,
in the main part of the paper we will not indicate the symbol “~” but we will keep in
mind that the results apply to the dimensionless form.

R(0) = 62 (A.13)

A.2. The smoother approximation. The proof of the existence of the free boundary re-
quires some stronger regularity of the approximating solution that may be obtained using
a smoother approximation 37 of class C*(R). So, we introduce the following function

-

B0, 0 < Oext
B (0) fexe <0 <0
*(6) = {B*(0), 0<0=<6,—e¢ (A14)
Bine(0), O, —e<0 <6,
B (6:—¢) + % [6-(6,—¢)], 0>6,

. , f, . .
where ey is chosen such that (%)  (Oext) dof Bm >0 with f3,, constant, independent on .
The function 3, and %, may read

5
ﬁlnt 6) Z ajej’
g :51 (A.15)
5(0) = > b0
j=1

with a;j and b; chosen such that ;5 € C?[0; — ¢,0] and B, € C?[fex:,0].
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The derivatives of 8 are

r/3% 6 < Oext
(B2 (), B <O <0
(B2)'(6.) = e(6) = 1 P> 0<<0-e (A.16)
(Br) (6), O, —e<0 <0,
0, 0 < Oext
(B5)"(0), Oexi<0<0
B.(6) =1 B'(6), 0<0<6,—c¢ (A.17)
(BL) (), 6,—e<6 <6,
10, 0 > 0,
[0, 0 < Oex
(Bia) " (0), Be<6=<0
B (6) =1B"(6), 0<0<6,—¢ (A.18)
(Bi)"(0), 6—e<0 <6,
10, 0 > 0,
(we remind that we considered 3 twice differentiable on (0,06;)).
Therefore 3, 8, and 3, are bounded on R and we have
0<Bm<p:(6), VOER, Ve>0, (A.19)

so that relationship (ii) is satisfied with the constant f3,,. Obviously all results proved
for the approximation (1.16) remain true for the smoother approximation introduced

before.

We also mention that, due to the convexity of the function /5 on (0,6;), on the interval

(05 — €,0;) we have the inequality

B*(60) < p*(6: —¢) +

&

K — ,8* (0, —¢)

so that the function 3, inserted in (A.14) has the property

B*(0) < B (0) < B* (6 — &) +

for 6 € [0

BE(6) = p*(6)

—&,0,). Then it follows that

K —p*(6; —¢)

for 6 € [0,6,).

[60—(6:—¢)],

[6—(0.—¢)],

(A.20)

(A.21)

(A.22)
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We still have

B¥(6) = K¥ for 6 = 6,. (A.23)
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