ON THE PROBLEM OF RETRACTING BALLS
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We provide some new estimates of the smallest possible Lipschitz constant for
retractions of the unit ball B onto the unit sphere S in infinite-dimensional Ba-
nach spaces.

1. Introduction

Let (X, Il - |) be an infinite-dimensional Banach space with the unit ball B and
the unit sphere S. Since the works of Nowak [11], Benyamini and Sternfeld [1],
and Lin and Sternfeld [10], it is known that S is a Lipschitzian retract of B. It
means that there exists a mapping (retraction) R: B — § satistying Rx = x for
all x € § and also being Lipschitzian. If R satisfies the Lipschitz condition with
constant k (R € ¥£(k)),

IRx — Ryll < kllx— yl, (1.1)

then k cannot be too small. There is an interesting question: what is the infimum
of all k admitting existence of a retraction R: B — S of class £(k)? For a given
space X, we denote this constant by k¢(X). Now the exact value of this constant
ko(X) is not known for any space X. The basic evaluations of ko (X) can be found
in [7] by Kirk and Goebel. They partially came from Franchetti [5], Goebel and
Komorowski [8], and Komorowski and Wosko [9]. Some recent evaluations can
be found in Bolibok and Goebel [4] and in Bolibok [2, 3]. Here is a list of some
known facts.

(A) Evaluation from below: ko(X) = 3 for all spaces, ko(X) > 3 for all uni-
formly convex spaces, ko(H) > 4.5... for Hilbert space, and ko(I') > 4.

(B) Evaluation from above: there is a universal constant ko such that for all
spaces X, ko(X) < ko but good evaluations of ky are unknown,
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ko(L'(0,1)) 9.43...,  ko(C[0,1]) =4(1++2)" =23.31..., (1.2)

but
ko(Col0,1]) < 15.82..., (1.3)
where Cy [0, 1] is the subspace of C[0, 1] consisting of functions vanishing at zero,
ko(co) < 35.18..., ko(I') <31.64..., ko(H) < 31.45.... (1.4)

Remark 1.1. There are no universal methods for finding such evaluations. Most
of them have been obtained via tricky individual constructions. Our aim is to
present some samples which are modifications of known results (see, e.g., [6]).
We hope they may attract the reader’s attention to the subject.

First recall the so-called minimal displacement problem. Let T : B — B be
of class ¥(k). It may happen that T is fixed point free and even more dr =
inf{||x — Tx|| : x € B} is positive.

For any space X, we define the function

y(k) = sup infllx—Tx|| = sup dr. (1.5)
TeS(k)XEB TeL (k)

Since, in view of Banach fixed-point theorem, for any ¢ > 0, the equation

1
X—mTX (16)
has a solution, we have
d <||x—Tx|\—HLTx—TxH—(1—L>||Tx||<(1—L> (1.7)
r= Tllk+e a k+e - k+e )
implying
1
k) <1- o (1.8)

For some spaces, this estimate is the best possible. For example, this is the
case for C[—1,1] (or any C[a, b]).
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Let
-1 fort=<-1,
a(t)y =4t for —1<t<1, (1.9)
1 fort>1.

The function a generates the retraction Q : C[—1,1] — B of class £(1) defined
by

Q@) =alf(1)). (1.10)

We leave to the reader the justification of the fact that the mapping T': B — B,
defined by

(Tx)(t) = a(k(x(t) +21)), (1.11)

is of class £(k) with dr = 1 — 1/k. Thus for X = C[0,1], (k) =1 — 1/k.

The same holds for many other square spaces like ¢, ¢, [°, C"[a, b], and all
the subspaces of Cla, b] of finite codimension. We call such spaces extremal. Uni-
formly convex spaces, Hilbert space, but also [!, are not extremal.

Since the discussed function depends on the geometry of the space X, if nec-
essary, we will indicate this writing (k) = yx (k). List some basic properties of
y valid for all spaces X:

y(k) is nondecreasing,

limj—o w(k) =1,

y(l—a+ak)=ay(k) forall0 <a <1,

y(k)/(k — 1) is nonincreasing,

ky(k)/(k — 1) is nondecreasing,

Y’ (1) = limg— - w(k)/(k — 1) exists and y' (1) >0,
y(k) = y'(1)(1 - 1/k),

(h) X is extremal if and only if /(1) = 1.

(a)
(b)
()
(d)
(e)
(f)
(g)
)

Property (a) is trivial, (b) is an exercise for the reader, (c) follows from the
simple observation that if T € £(k) and a € [0,1], then T, = (1 —a)[+aT €
L(1 — a+ak) with ||x — Tex|| = al|lx — Tx|| for all x € B. Next, (d) is a reformu-
lation of (c). Since property (e) plays a role in our further considerations, we
present its proof. Then (f), (g), and (h) easily follow.

Take any A > k. Let T € £(k). Fix x € B and consider the equation

y = (1—%)x+%Ty. (1.12)
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In view of Banach contraction principle, it has exactly one solution y depending

on x. Put y = Fx. We have the implicit formula

Fx = (1—%>x+%TFx (1.13)

from which we get F € ((A —1)/(A —k)) and TF € L(k((A - 1)/(A - k))).
Also if ||x — Tx|| = d > 0 for all x € B, then

A Ad
||X—TFX|| —HHFX—TFXH ZA_I. (114)
Consequently,
k(A-1 A
1//( Eﬁt—k))ZA—ﬂ/’(k)' (1.15)
Denoting k(A — 1)/(A — k) by I (observe that [ > k), we obtain
ly() _ ky(k)
—l_lz 1 (1.16)

which ends the proof.

Remark 1.2. It is naturally expected that there are some relations between the
function yx (k) and the constants y'(1) and ko(X).

2. General case

Now we pass to a certain scheme for construction of Lipschitzian retraction of
B onto S. Suppose we have a mapping T € £(k), T : B — X (not necessarily
T : B — B) such that dr > 0. Assume additionally that for all x € S, Tx = 0. It
will be shown that such mappings do exist. Each one generates the retraction
R: B — S defined by

x—Tx (x— Tx)
Rx = = s 2.1
llx — Tx|l dr 1)
where P : X — B is the radial projection
x for ||lx|| < 1,
Px = (2.2)
X for llx|l > 1.
[l
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Since P € £(2), we have R € £(2((k +1)/dr)). Consequently,

ko(x) <251 (2.3)
dr

We can try to optimize this evaluation selecting various mappings T
Begin with a mapping Ty : B — B of class £(k) with dy, = d > 0. Extend T to
T, :2B — B by setting

2.4
(2= |IxIl)ToPx for 1< x| <2. 24)

{Tox for [|x]| < 1,

X =

Thus T; € £(2k + 1) and for all x € 2S, we have Tx = 0. For x € B, we have
l|x — Tix|| = ||x — Tox|| = d. (2.5)

For x € 2B\ B, we have

[|x — Tyx|| = ||x — ToPx|| — || ToPx — (2 — lIxIl) ToPx]|]
> [[Px — ToPx|| = llx = Pxll = (lxll = 1) [| ToPX||  (2.6)
>d—-2(llxll - 1).

On the other hand,
llx = Tox|| = llxll = || Thx|| = llxll = (2 = lxI) || ToPx|| = 2(llx]l = 1).  (2.7)

Consequently,

. d
dr, = min {d=2(t=1),2(t~ D} = 5. (2.8)

Finally, putting
Tx = %Tl(Zx), (2.9)

we obtain a mapping T : B — B of class £(2k + 1) with dr > d/4 such that T(S) =
{0}.
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Using (2.1), we construct a retraction R : B — S of class £(16((k+1)/d)). Ob-
serving that the initial mapping can be selected so that d is close to y(k), we come
to the conclusion that for any space X,

k+1

for all k > 1. Using the above mentioned properties (e), (f), and (g) of y(k), we
obtain

k(k+1)
k-1

ko(X)y(1) < 16min =16(1++2)" =93.25.... (2.11)

The above evaluation ties two unknown values ko(X) and y'(1). Since all the
estimates used in deriving it were very rough, the above evaluation is, probably,
very imprecise. For example, it is known (see [4]) that in the case of extremal
spaces where y'(1) = 1, we have ko(X) < 37.74.... An interesting and a little
stronger evaluation can be derived from (2.10) by rewriting it in the form

ky(k) _ | k(k+ 1)

oX) k—1

(2.12)

and observing that the left-hand side increases with k but the right-hand side of
the above inequality decreases until it takes the minimal value at k = 1+ /2. At
this point, we get

ko(X)w(1++/2) <16(2++/2) =54.62.... (2.13)

Since, besides extremal spaces, good evaluations of y(k) from below are practi-
cally unknown, the estimates of Section 2 have to be treated with reserve. In next
sections, we show some better estimates in particular spaces.

3. The case of C[0, 1]

Let X = C[0,1]. As we observed in the introduction, besides the radial projec-
tion P: C[0, 1] — B, there exists also the projection Q : C[0, 1] — B of class £(1)
defined by Qf = a o f. Consequently, for any r > 0 there exists the retraction
Q;:C[0,1] — B, = rB of class £(1) defined by

Q)0 = (1) = ra( 1), G

It is not difficult to check that for any r; >0, r, >0, and f,g € C[0,1],

Q. f — Qrgll = max{llf —gll, |rn—r]}. (3.2)
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As we have already shown, C[0,1] is extremal and for any k > 1 there exists a
mapping T : B — B of class £(k) such that dr = 1 — 1/k. Consider the ball of
radius 2 (B, = 2B) and extend T to the mapping T) : 2B — B by putting

Tf for 11l = 1,
f-]T@N for 1< fll <2- 2, (33)
Q-1 (T(QS)) f0r2—%s IfIl <2.

Again Ty € £(k), and for all f € 2S we have T, f = 0. Moreover, it can be ob-
served that || f — T\ fIl = 1 — 1/k. Now denoting

~

Tf=2mes, (3.4)

we get a mapping T:B — B with dr = (1/2)(1 — 1/k) and T(S) = 0. Finally, we
can generate a retraction R: B — B by putting

_f-TF -Tf
YT _P<(1/2)(1—1/k)>' (3.5)

As before, we observe that R € £(4((k+ 1)k/(k — 1))) and therefore,

ko(C[0,1]) 541}(1i{1%=4(1+ﬁ)2=23.31.... (3.6)

Probably, this estimate is far from being sharp but, according to our knowledge,
it is the best known.

4. The case of Hilbert space

Let H be a Hilbert space. In this case, the radial projection P of H onto the
unit ball B is of class £(1) and, moreover, for any x € H \ B and any y € B, we
have (x — Px, Px — y) = 0 implying |lx — y|| = [|[Px — y||. The same holds, for any
r > 0, for radial projection P, onto the ball B, = rB.

Let T : B — B be a mapping of class £ (k) with dy, = d > 0. Standard Hilbert
space calculations show that if [|x]| > /1 — d?, then (Tox — x,x) < 0. This allow
us to modify the mapping Ty by defining T : B — B in the following way:

(4.1)

Tox for ||x|| < V1 -—d?,
T1x =

ToP jf=px forv1-d*><|x| <1
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The modified mapping T is also of class £(k) with dr, > dr, = d. Moreover,
forany x € S,

[|x = Tix|| = /2(1 = V1 —d?) > d. (4.2)

Again, some Hilbert space geometry calculations show that for any x € S, y €
[0,1] and any A > 1, we have

[|uTix — Ax|| = d. (4.3)

First, we construct an extension of T; by defining the domain D = {x € H :
x| <1+ 1/k — (1/k)|I T Px||} and the mapping T>: D — B

Tix forx € B,
Tox = (4.4)
T,Px forxeD\B.

Obviously, T, € £(k) and dr, = d. In the next step, observe that the mapping
T5:D U (1+1/k)S — B, defined by

T,x forxeD,
T3x: 1
0 forx€<1+E>S,

is also of class £ (k) with dr, = d.

Finally, the mapping T3 can be extended to a mapping Ty : (1 + 1/k)B — B,
again of class £ (k) via the use of the well-known Kirszbraun’s theorem. How-
ever, since for each x € S, such extension has to map the segment joining (1 +
1/k — (1/k) || T1Px|))x and (1 + 1/k)x of length (1/k) || T;Px|| onto an arc joining
T, Px, and 0 of length exceeding || T Px||. This extension can be done in exactly
one way

Tox forx € D,

Tyx = T,Px
K14~ el e forxe (14
|| T\ Px]|

(4.6)

%)B\D.

For points with T\ Px = 0, obviously Tyx = 0. In view of (4.3) it is clear that
dr, =d.
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Coming back to the unit ball, we obtain the mapping T: B — B

k k+1
Tx:an( ! x) (4.7)

of class £ (k) such that T(S) = {0} and dr = (k/(k+1))d.

Our standard construction

R

x—Tx (x—Tx)z (@x—“), (4.8)

Tlk-T«] T\ dr Kk d

in view of the fact that P € £(1) and T, can be chosen so that d is close to yy (k),
leads to the estimate

(k+1)%
ko(H) < Vk>1. 4.9
o(H) = (49)
Consequently, in view of property (g) of v,
2
ko(H)yj (1) < min S g (4.10)

The minimum is taken at k = 3. Repeating the trick from Section 3 we can
rewrite (4.9) in the following way:

kyu(k) _ (k+1)?

ko(H) P — (4.11)
and taking the optimal value of k, k = 3, we get
16
ko(H)yu(3) < 3 (4.12)

5. Final remarks

All the above constructions and evaluations seem to be very imprecise. This
comes from the fact that the evaluation from below of the function v, indi-
cated by property (g), is not sharp for nonextremal spaces. It is known that
limg_. (k) = 1. The problem of finding k¢ (X) for at least one space X remains
open.
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