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We give some results concerning the real-interpolation method and finite dif-
ferences. Next, we apply them to estimate the resolvents of finite-difference dis-
cretizations of Dirichlet boundary value problems for elliptic equations in space
dimensions one and two in analogs of spaces of continuous and Holder contin-
uous functions. Such results were employed to study finite-difference discretiza-
tions of parabolic equations.

1. Introduction

Estimates depending on a parameter for elliptic boundary value problems play
a central role not only in evolution equations (see, e.g., [19]) but also in their
discretizations, for example, by finite-difference methods (see [3]). In this sec-
ond case, it is of course of interest to get estimates depending on a parameter
for finite-difference analogs of elliptic boundary value problems. In this direc-
tion, a significant contribution was given by Alibekov and Sobolevskii in [2].
These authors studied the classical five-point discretization of the second-order
problem

n 2 o
(A—gak(x)a—}q%>u(x):f(x), xe, (LD)
you =0,

where n € {1,2}, Q equals ]0, 1] or ]0,1[x]0, L[, the functions ax are suitably
regular, the operator > }_, ak(x)(az/ax,%) is strongly elliptic, and v, is the trace
operator, and they got estimates of the form

H(A—Ah)’ljjmh) <K@+ (1.2)
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Here €, is a certain class of mesh functions with step h, Ay, is a discretization of
the elliptic operator with Dirichlet boundary conditions in 6, and the positive
number K is independent of h and A for ReA = 0.

However, the space of continuous functions has an important shortcoming:
in a space dimension larger than one, it is not possible to estimate in C(Q) the
second-order derivatives of the solution u. Therefore, in these spaces, it is more
difficult to study problems involving perturbations depending on second-order
derivatives, such as parabolic equations which are fully nonlinear or with coef-
ficients depending on time. It is well known that spaces of Holder continuous
functions are much more amenable from this point of view. So we are also in-
terested in estimates depending on A in analogs of spaces of Holder continuous
functions. Estimates depending on a parameter for elliptic boundary value prob-
lems were given in [4, 8, 9] and, under suitable assumptions on the regularity of
the coefficients ay and of (), are of the form

Ml oy + el oy < K[ f o + M yoflloaay ] (1:3)

for Red > 0. In the case of Q =]0,1[x]0, 1[, owing to the singularity of the
boundary, an estimate of the form (1.3) holds if f vanishes in each vertex (this
is a consequence of [9, Proposition 3.1]).

Now, we describe the content of this paper. In Section 2 we put some auxil-
iary results concerning real-interpolation theory and finite differences. In fact,
real-interpolation theory is one of our main tools. We examine in particular one
of the possible discretizations of the derivative, the forward difference quotient.
This is a bounded operator in all the situations we consider. We establish the
uniform equivalence (with respect to the discretization step) of interpolation
norms with norms which are discrete versions of norms in Holder spaces. We
conclude showing that a function which has finite difference of a certain order
in a certain Banach space and is bounded in another has the intermediate fi-
nite differences which are bounded with values in suitable interpolation spaces
(Proposition 2.8). This result can be regarded as a discrete version of the theo-
rem by Grisvard (see [6]).

In Section 3, we apply the results of Section 2 to get estimates depending on a
parameter for finite-difference discretizations of second-order elliptic boundary
value problems in dimension one. First we consider the simplest discretization
of the second derivative with Dirichlet boundary condition in a half line; this
is necessary for Section 4. Next, we give in Proposition 3.9 a finite-difference
analog of estimate (1.3).

In Section 4 we find again, using the foregoing interpolation results and tech-
niques due to Da Prato and Grisvard [5], the essence of the main result in [2]
(Theorem 4.3(I)) (in fact, we require a little bit more regular coefficients). Next,
we show the uniform equivalence of certain interpolation norms between dis-
crete analogs of the space of continuous functions and the domain of the ellip-
tic operator with Dirichlet boundary conditions with analogs of Holder norms
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(Theorem 4.3(II)). This is a discrete version of a result due to Labbas [14]. Fi-
nally, we indicate a discrete generalization of (1.3) in a square for a problem of
the form (1.1).

Some of the results of this paper were also applied to discretizations of par-
abolic problems in [10, Rothe’s scheme] and [11, Crank-Nicolson scheme]. For
this purpose, we observe that in the specific case of Holder continuous functions
and their discretizations, estimates of the form (1.3) prevent us from working
with infinitesimal generators of operators and so from applying the results of
[3]. However, they allow us to get results which are, in some sense, discrete gen-
eralizations of certain optimal regularity results which are known for parabolic
problems (for this, compare the results of [10, 11] with the results of [8, 9]).

We think that the techniques of real interpolation and sums of operators we
employ can be useful to treat other problems: for example, discretizations of
oblique derivative problems, systems in higher-dimensional parallelepipeds and
even in general plane angles (by preliminary change of variables, see [20, Section
4.5]).

We are able to estimate even second-order finite differences of solutions. Con-
cerning the results of this type, we mention again the book [3, Chapter 4] where
analogs of estimate depending on a parameter in R” are given. Estimates in a half
space for boundary value problems (not depending on a parameter) were given
also by Johnson [13], while Thomée had proved the analogs of interior estimates
in [21].

The case of Sobolev-type estimates with p = 2 in quite general domains (while
the estimates not depending on a parameter) was considered in [12, Section
9.2.4]. Results of convergence, being related in some way, were given in [16].

Sobolevskii considered in [18] the heat equation in a rectangular region with
discrete analogs of Holder continuous functions with weights at the boundary
in a square and considered in this framework a discretized version of (1.1).

For an introduction to the one-dimensional case in analogs of continuous
functions, see also [22].

We conclude this introduction specifying some standard notations we use in
the paper.

We indicate with N, Ny, Z, R, R", and C, respectively, the set of positive and
nonnegative integers, the set of integers, the set of real, real positive, and complex
numbers. If w € R, we set

[w]:=max{j €Z:j < w}, {w}:=w-[w]. (1.4)

If z is a nonvanishing complex number, we indicate with Arg(z) the element of
its argument in the interval | — 7, 7r].

An n-dimensional multi-index « is, by definition, an element of Ng; if a =
(a1, -, ), we pose |al :=ay + - - - + ay.

A linear operator in the Banach space X is an operator of domain D(A) € X
with values in X. In this case we indicate with p(A) its resolvent set. If X and Y
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are Banach spaces, £(X,Y) is the Banach space of linear continuous operators
from X to Y. Weomit Y if Y = X.
If A and B are elements of £(X), we set

[A;B] := AB — BA. (1.5)

Let X and X; be Banach spaces with norms, respectively, || - [lo and || - ||;.
We will say that assumption (k) is satisfied if X; < X and [|xlo < [|x|; for every
x € X;. Under these conditions, we set, for every t > 0, x € X,

k(t,x:Xo0,X1) :=1inf {llx— yllo+tllylli | y € X1} (1.6)

We write k(t,x) if the spaces Xy and X; are clear from the context. If 6 € 10, 1,
we define, for x € X,

1x1l (X0, 1)50 2= suptfgk(t,x) (1.7)
t>0

and (Xo, X1)g,e0 := {x € Xo | 1%l x0,%1). < +0o0}. In some cases, we will mention
even the interpolation space (X, X)g,1. For the basic theory concerning these
spaces, we refer to [17]. We will write (Xo, X )g instead of (Xo, X1)g,c0-

Whenever we consider a space of the form C™(I,E), where m € Ny, I is an
interval in R, and E is a Banach space, we mean that its elements are bounded
and uniformly continuous, together with their derivatives of order less than or
equal to m and we equip it with its natural norm. We often consider the case that
m € R — N, where we assume that the derivative of order [m] is {m}-Holder
continuous. The same conventions will be used for spaces of the form C*(Q),
with s = 0 and Q an open subset in R”.

Indicate by ¢, ¢’, ¢1, ¢2, ... constants we are not interested to precise, which can
be different from time to time. Whenever it is necessary, we will indicate by
c(6,...),c'(6,...), ... that ¢ (resp.,,¢’) depends on 6, ....

Let X, be a Banach space and A a linear operator in X,,. We say that A satisfies
the following condition:

(k) if ]0,+co[<= p(A) and there exists M > 0 such that for every & > 0,

||(5—A)71||33(X0)5Mf*1_ (1.8)

If A is a closed operator in X, we will equip its domain D(A) with the natural
norm

lxlIpa) := max {llxl, IAx[I} ~ Vx & D(A). (1.9)

In this case we will also use the notation Dg(A) to indicate (X, D(A))g.
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If Xo, X;, and X are Banach spaces such that Xy and X; are continuously
embedded into X, if x € Xy N X, we set

1l xpnx, := max {lIxlx,, llxllx, }- (1.10)

2. The interpolation functor (-, - )y  and finite differences

We start with the following result which is easily proved using the interpolation
theory.

LemmMa 2.1. Let Xy be a Banach space and A a linear operator in X, satisfying
condition (). Ifk € N, set X := D(A¥) and, if x € X, |Ix|lx := max{||A/x]| | je
{0,...,k}}. Then with this norm, Xy is a Banach space. Moreover, for all k € Ny
and 0 € 10,1,

(Xio Xis1) g = {x € Xi | ARx € (X0, X1) (2.1)

and there exist c1, ¢, positive, depending only on k, 0, and M such that for every
x € (X, Xk+1)o>

¢l maX{llek,IIAkxII(XO,XI)e} < Il e X100 < szaX{llxllk, A"xII(XO,XI)e}.
(2.2)
Now, for w € R, w > 0, we set
Xoi={x € X 1 Al¥x € (X0, X1) ) } (2.3)

with norm [1xl, := max{llxll o), A1 xll x, %), 3 -
The following fact will be crucial.

TaEOREM 2.2. Let Xy be a Banach space, A a linear operator in X, satisfying con-
dition (x), and 0 € 10, 1[. Then

(D) (Xo,X1)g = {x € Xo | sup{&?lA(§ —A)'xllo | § = 1} < +oo}; moreover,
there exist positive constants c1, ¢, depending only on M such that for every
x € (X0, X1)o,

cillxllg < max {Ilxllo, sup {E0|A(E - A) xlly 1 €2 1} ] < callxlle. (2.4

Let wg, wy be real numbers with 0 < wy < w1, let 0 €]0,1[, w = (1 — O)wy +
Ow;. Then
(II) if w is not an integer,

X‘U = (wale)e’ (25)

and there exist positive constants ¢, ¢; depending only on M, wy, w,, w, and
M such that for every x € X,

cillxllo < Nl (X, X0 )0 < c2llxllws (2.6)
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(I1) in any case there exists ¢ positive, depending only on wy, w1, and w, such
that for every x € X,,,

llxllo < C||x||§,‘ﬁ‘_w)/(w1_w°) |\x||§,“l’_“’°)/(“’1_“’°). (2.7)
Proof. See [7, Theorem 3.1, Corollaries 3.1, 3.2]. O

We now introduce some notations and give some applications of Theorem 2.2
to difference operators. Let $ be a set and E a Banach space with norm || - |[.
Giving U : J — E and writing U; instead of U(}) for every j € $, we set

IUlBs,p) := sup||Uj]|,
jed
(2.8)
B($,E):= {U:9 — E | sup||Uj| < +oo};
jed

it is easily seen that B($, E) is a Banach space with the norm || - [|5(s,5).
Now assume that $ € Z;if U:$ - E,je€ %, j+1 € $,and h >0, we set
ahUj =h! (Uj+1 - U]‘). (2.9)

IfmeN,andje ¥, j+ie I foreveryi=1,...,m, weset

MU= hm i (”:) (1™ iUy, (2.10)
i=0
For m € N, we put
mi={jE€I | {j+1,....j+m} < I}. (2.11)
If U € B($,E), we set
Ul pes.) = max {[|9,Ul|p(g, gy 1 0 <7 < ml, (2.12)
where, of course, $9 = % and 82 is the identity. Finally, let 6 € 10, 1[. We set
[Ulctgp = sup { (k= D) °[|Uc = Ujl| - jk € 9, j <k} (2.13)
and, if m € Ny,
Ul oy == max {1 U llcpes, 0 [0 Ul o, - (2.14)

In the same context, we will indicate B($,E) by C2(9,E). In each case, if E is
omitted, we will assume E = C.

Now consider the space B(Z, E) and for any h > 0, the operator Dy, in B(Z, E) is
defined as DyU := 0,U. It is clear that D, € L(B(Z,E)) and | - llpp,) =
| - ||c,§(z, p) for every h > 0. We have the following lemma.
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LemMa 2.3. (I) For every h > 0, Dy, satisfies condition (), with M = 1;
(II) there exist positive constants cy, ¢, such that for every 6 € 10,1[, h >0, and
U € B(Z,E),
allUlleo e < 1Ullcze.pmme < 21Ul p)- (2.15)

Proof. (I) By elementary calculations, one has that for every £ > 0 and for every
f € B(Z;E), the equation

EU-DU=f (2.16)

has in B(Z;E) the unique solution
+00
Uj= > Gnjkfe (2.17)
k=j
where

(2.18)

o _[maene =g
" o, if j > 0.

As Z?:,w Gpj = &1, (I) is proved.
We show (I): let U € B(Z;E), N := Ul (8(z,E),D(Dy))e; then, by definition, for
every € >0 and for every ¢ > 0, there exist V' € B(Z; E) such that
U = Vg + IV [Ipp,) < (N +e)i. (2.19)
Let j, k € Z with j < k; then,

Uk = Uil < [[(Ux = Uj) = (Vi = V)| +[IVi = V]
<2||U = V3 + (k= DIV | pp,) (2.20)
< (N+6)[269+ (k - j)ht®1]

so that

[(k_j)hrgHUk -Ujll < (N+€){2t9[(k—j)h]79+ [(k—j)h]ligtgfl}
(2.21)

for every t > 0. Choosing t = (k — j)h, one gets

[Ulcozr < 3(N+e). (2.22)
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To prove the inverse inequality, we use Theorem 2.2(I) and (II). Let U € B(Z;E)
and & > 0. Then, after easy computations, for every k € Z and & > 1,

59HDh(f—Dh)_1UH

B(Z,E)
=sup&On|| > (1+hEF (U, - U ‘
e Ek ( 0 (2.23)
+00
<N +hE) D P (1+hE) T <N
r=1
lfN’ = [U]CE(Z,E)
O

As a consequence, we have the following corollary.

COROLLARY 2.4. Let wp, w,w; €ER, 0 < wy < w < wy. Then

(I) if w & Z, there exist positive constants c1, ¢, depending on wy, w, and w;
but not on h such that for every U € B(Z;E),

allUllegze < 1Ull e z,6),c z.5) <allUllcezr;s (2.24)

(w=wp)/(w] —wp)

(I) in every case, there exists ¢ > 0 depending on wy, w, and w; but not on h
such that for every U € B(Z;E),

—w)/(w; —wo) ||U|| (w—wo)/ (w1 7w0). (225)

1Ullcpzer < U o )

Now consider the space B(Ny, E) and for any & > 0 the operator Ej in B(Ny, E)
defined as E,U := 0, U. It is clear that for every h >0, E, € £L(B(Ny, E)) and
Il llpE,) =1l - ”C},(NO,E)- With the same methods applied in the case of Dy, one
can show that for every h > 0, Ej, satisfies (x) with M = 1. Moreover, there exist
positive constants ¢, ¢, such that for every 6 € ]0,1[, h >0 and U € B(Ny, E),

cllUllcov,gy < NU Nl 8o BLD(EY < 2l U||cg(N0,E)- (2.26)

As a consequence, we have the following proposition.

PROPOSITION 2.5. Let wg, w,w; €ER, 0 < wy < w < wy. Then

(I) if w & Z, there exist positive constants ¢y, ¢; depending on wy, w, and w;
but not on h such that for every U € B(Ng; E),

€1 ||U||C;f(N0,E) = ”U”(CL"O(NU,E),C;” (NoE))(w-wpteg ) = C2||U||C;f(N0,E); (2.27)

(II) in every case, there exists ¢ > 0 depending on wy, w, and w, but not on h
such that for every U € B(Ng; E),

/!
1Ullcemor = clUNg oy~ U gy~ (2.28)
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ProPOSITION 2.6. Let L>0,n €N, h=L/n, 6),0,0, e R with 0 <0, <0< 6,
and 0 = (1 — w)0y + wb, for a certain w € 10, 1[. Then
(I) if 0 & Z, there exist positive constants ci, ¢; depending only on L, 6, 6,
and 0 and not on h such that, if $ = {0,...,n} and n > 0, for every f €
B($,E),

Cl”f”cg(y,}g) = ‘|f||(czo(§’E),Cgl (%)) =< C2||f||cg(9,5); (2.29)

(II) in any case, there exists ¢ > 0 depending only on L, 0y, 0, and 6, but not on
h such that for every f € B($,E),

1-w 4]
1 llcgis.ey < el IRs, o IF 1 (230)

Proof. The proof can be obtained by “localizing the estimates” through a par-
tition of unity in [0,L] and applying Corollary 2.4 and Proposition 2.5 (for a
similar argument, see the proof of Proposition 3.6). O

We conclude the section with a generalization (Proposition 2.8) to finite dif-
ferences of one of the main results in [6]. It will be used in the fourth section
to estimate mixed finite differences of second order. In the proof we will use the
following discrete version of Taylor’s formula, which can be shown by induction
using the fact that for every / and m nonnegative integers,

2(r+1 m+1+1
Z()( l >=< o ) (2.31)

LemMmA 2.7. Let$ cZ, ke 9, jpeN,and p<j. Let U:$ — E and h > 0; then,
I'kag’j,

Py j=p .
Uksj = D, G)hlaﬁqu +hP > (J pi 1) (aﬁUk+r — a{jUk). (2.32)

1=0 r=0 1
For a similar formula, see [15, Theorem 1.3.4].

ProrosiTioN 2.8. Let I be an infinite interval in R of length L € 10,+], h >0,
$:={jeZljhel},w>1,and#($) > [w] + 1. Next, let Xy and X, be a couple of
Banach spaces satisfying assumption (h) and U € B($,X,). Letl € N, | < w. Then,

104U 55, o000y < €M Nl e300, 10 a5, | (2.33)

where c is a positive constant depending only on L, w, and I.

Proof. We want to estimate IIE)L Ukl (Xo.X1)w_1ye fOT @ certain k € $). Through a
translation and a change of orientation, we may assume that k = 0 and I n
[0, +00[ has length at least equal to L/2. Consider first the case h(w +1)* > L/2;
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then

110, Ukl i, x1)0 1 < 1103 Ully < COOR U5 x,)

i
w1 (2.34)
< C(l)(wL)) Ul B(g,x.)-
Now we assume that
, L
hw+1)* < > (2.35)

so that {1,...,([w] + 1)} = $. Let x € N and x > [w] such that [w]x € $. By
(2.32),forj=1,..., [w],

(W] /. jx=lw] /.
XN iairr ot 1 ple) JX=r=1YJwl;; _ Aol
lzl(l>h8hUo—U]x Uy —h go <[w]_1 )(ah U, — o\ U0>.
(2.36)

We have

2x 2x
det ( 1 >h ( 2 >h2
([a;]x) L (lai]x> o <[[‘"a}]x>h[wl (2.37)
2

X X xlwl
i +al 2x 2x)* - (2x)le]
= 2w € : : :
[wlx  ([@]x)’ ([w]x)

= c(w)(hx)'*t o],

where ¢(w) is a nonvanishing real number depending only on w. So from (2.36),
we have forl=1,..., [w],

[w]
oL, Uo = > ajj(h,x)(Ujx — Up)
in1

[w] jr-lal /.
-r—1 [ w
—h[wlzamh,x)[ > (Fr ) o ]U())}’

j=1 r=0

(2.38)
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with [ajj(h,x)| < c(w)(hx)"! for 1 < land j < [w]. This implies that

[w]
0, Uo — > aij(h,x)(Ujx — Uy)

. ' [w] jx—[w] (2.39)
w| JX—|w e 1
< c(@h () NUlcexy > > (77 by,
=1 r=0 [w] -1
From (2.31), we have
@ jx-lol ;.
<]x r 1>( "
=1 =0 [w] =1
[w] .
() Jx ix—[w])" 2.40
S (Lo o

< c(w)h!@x®

< ca(w)h' (x - [w])”
as x — [w] > 1. We conclude that

(]
9,Uo — > aij(h,x)(Ujx — Uo)
j=1

< c(w) (h(x = [w]))“(hx) " Ullco(s,x,)-

(2.41)

0

On the other hand,

[w]

> aij(hx)(Uix— Up)|| = c(w)(hx) Ul peg.x,)- (2.42)
o1

1

Inequalities (2.41) and (2.42) imply that

k(1,84,U0) < c(@){ (h(x — [@]))* () I Ullces,xp) + £h2) 1 Ulpcsx |
(2.43)

for every t > 0 and for every x with the declared properties.

We now complete the proof under condition (2.35). We want to estimate
t~(@=-D/ok(t,0} Uy) for t > 0. We distinguish three cases. We start by assuming
that

Rt <1 (2.44)
it follows that

=@k (L9} Uy) < t7¢)10) Uol|, < I+ DE"“h Ul pg,x,) < T+ DUl pes,x,)-
(2.45)
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We now assume that
tYen ' >1, [w]([w]+[tY°h 1)) € 9. (2.46)
We apply (2.43) with x = [w] + [t/“h~!]; we obtain that
@Dk (1,0 Up) < c(w) max {|| Ullees.x0), 1UllBg.x) ) (2.47)
observing that x > t"/“h~1 > [t//“h~1]. Finally, we consider the case
[w]([@] +[t"“h7']) ¢ 9 (2.48)

which implies that w(wh +tV¢) > L/2. It follows, using (2.35), that

L L 2w+1
1/w = _ - -
t >2w wh>2w(w+1)2. (2.49)
So
Leo+1) ) L2o+1) | ©
—(w-D/w I w I w Y
t k(t)ahUo)S<2w(w+1)z) ||ahUo||05<2w(w+1)2> 1Ullce(9,x,)-
(2.50)
O

3. Estimates depending on a parameter for discretizations of elliptic Dirichlet
problems in dimension one

In this section, we want to give estimates depending on a parameter for dis-

cretizations of Dirichlet’s elliptic boundary value problems in dimension one.
We start by introducing in the space B(Z; E), where E is a fixed Banach space

with norm || - ||, the operator Fj, is defined as follows: for U € B(Z;E), j € Z,

FpU;j:=01Uj1 = h 3 (Uj —2U; + Ujy). (3.1)

The following result is an easy consequence of [2, Chapter 4, Section 1, The-
orem 4].

LemMma 3.1. {A € C— {0} : |ArgA| < w} € p(Fy). Moreover, for every ¢o € [0, [,
for every w = 0, there exists C(¢o, w) > 0 such that for every h >0, for every A € C,
with | Arg(A)| < ¢o and |A| = 1, and for every f € B(Z;E),

1 1

f

| =) f

+[|(A =B

< C(¢o, )l fllce (z.p)-

CY(Z,E) Co*(Z,E) ~
(3.2)

Now we consider problems in a half line; the first result is the following lemma.
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LemMa 3.2. Consider the problem

/lUj — aiU];l =0, fOTj >1,

U, € E. (33)

Then, for every A € C — {0}, with |Arg(A)| < 7, and for every h >0, for every
Uy € E, (3.3) has a unique solution U € B(Ny, E). Moreover, for every w € [0,2],
there exists C(w) > 0 independent of A, h, and Uy such that

Ul ey < Clw) (14 A1) || Uo]l. (3.4)

Proof. The problem has the unique solution U; = &/ Uy (j € Np), where « is the
only solution with absolute value less than 1 of the algebraic equation

22— (2+AR})z+1=0. (3.5)
Then,

1UlsavgsE) = |[Uol]s

(3.6)
||aiU||B(NO;E) < M| Ul

So the result follows from (3.6) and Proposition 2.5(I1) (which is useful to esti-
mate 10, Ullp;E))- O

We now introduce the following notation. Let f € B(N;E); we indicate by f
the extension of f to Ny such that f, = 0.

Consider, for & > 0, the following operator By, in the space B(N;E). For U €
B(N;E) and j € N, we set

BhUj = ain,l. (3.7)
We have the following lemma.

LemMa 3.3. For every h >0, {A € C— {0} | |ArgA| <} < p(By,). Moreover, for
every ¢o € [0, 7], there exists C(¢o) >0 such that if |A| = 1, | Arg(A)| < ¢o, for
every h >0,

H(A—Bh)””mm;m < C(¢o) 1A (3.8)

Proof. Let f € BON;E), A € C — {0}, and | Arg(A)| < 7. Define ¢ € B(Z;E) as fol-
lows: for j €Z, gi=f; if j=1 and g = fi if j <0. Then, lglpzr
= || fllpay;e). Now let V := (A — F;)~'g and let Z be the solution of (3.3) with
Uy = —Vy. Then, owing to Lemmas 3.1 and 3.3, equation

A-B,)U=f (3.9)

has a unique solution U and U; = V; + Z; for every j € N. The final estimate
follows from (3.2) and Lemma 3.2. O
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Given a nonnegative real number w and F € B(N;E), we set

1flleg, e = ||J;||c,f(NO,E)~ (3.10)

Our interest in these norms comes from the following lemma.

LemMa 3.4. Let 0 €]0,1[ and 0 + 1/2. Then there exist positive constants ¢y, ¢,
depending only on 0 such that for every h > 0 and for every f € B(N;E),

all fllge e = I lese,omne < c2ll fllee o) (3.11)

Proof. The result follows from Proposition 2.5(I) if we are able to show that there
exist positive constants ¢, ¢; depending only on 8 such that for every t >0, U €
B(N,E),

cik(t, U, B(No,E),C}(No, E)) < k(t,U,B(N,E), D(By))
< cok (6,0, B(No, E), C2(Noy E)). G12)
In fact, let U,g € B(N, E). Then, for every t > 0, owing to Proposition 2.5(II),
U — gllsay,e) + tlgllpes,)
=0 _§||B(N0,E) + tmax{llgIIB(No,E), ||ai§||B(No,E)5l (3.13)
> C(”U ~8llpap t t||g~||C§(N0,E)>’
where ¢ is a positive constant. It follows that

ck(t, U, B(No, E), C2(No, E)) < k(t, U, BN, E), D(By)). (3.14)

On the other hand, let ® € B(Ny, E). Define ¥ € B(N, E), ¥; = ®; — @, for every
j € N. Then,

1U =l + 1 o) <2110 = Ollgpy, p + IRl m,p). (315

It follows that
k(t,U,B(N,E), D(By)) < 2k(t, U, B(Ny,E), C}(No, E)) (3.16)
and the result is proved. O

The following result is our first discrete version of estimate (1.3).

PrOPOSITION 3.5. Let 0 < ¢o <7, 0 €10,2[, 0 # 1, and r € [0,2]. Then there
exists ¢ > 0, depending only on ¢, 0, and r such that for every A € C with |A| =
1 and | Arg(A)| < ¢o, for every h >0, for every f € B(N;E), and for every F €
B(Ny, E) such that f = Fl,

la-5"'1]

cvranpy < M7 [IF ey + A1 1F | (3.17)
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Proof. Owing to Lemmas 3.3 and 3.4, as it is easily seen that

H(A—Bh (¢o) IAI7Y, (3.18)

-1
) H <c
£(D(By))

we have that

H("‘Bh ) < c(¢o, 0) 1Al (3.19)

) o ‘ ‘SB(CEYO(N,E

We set V := (A — F;) "'Ef, where E is the operator defined as follows:

Ef = fi ifj=1, (3.20)
T3 - 2f5m ifj<0.

It is not difficult to show that for every 0 € [0, 2], there exists ¢(6) > 0 such that
for every h >0 and f € B(N, E),

”Ef”Cf(Z;E) = C(e)”f”Cﬁ(N;E)' (3-21)

Let Z be the solution of (3.3) with Uy = —V,. We put U := (A — B;) "' f; then
U; = V;+Z; for every j € Ny so that, owing to Lemmas 3.1 and 3.2,

[ U”CzO(N,E) < V”C,f(Z,E) + ”Z”CQ(NO,E)
< c(90,0) [ M7V f lcoruy + MY Voll] (3.22)
< c(0, O) A [ILf oy + 1M1 f Il |-

Now observe that if we set G; = F; — F; for j € N,
”G”CZO(N,E) = 2”F”Cﬁ(Nn,E)' (3.23)

This implies that if we set H; := F for every j € N, from (3.19) and (3.22),

1Ulleg 00 = [| 4= B0) "6l o+ 2= B1)H]|

CYy(NE €y (NE)

(3.24)
< A [IF Nl gy py + 1M1P2] | Fo[].

So the result is proved if r = 0. The case r = 2 follows from the case r = 0 using
the equation 0;U; = AU}, + Fjy, for every j € Ny; the general case follows from
Proposition 2.5(1I). ]

Nowlet L>0,neN,n=3,and h=L/n. For j € $:={1,...,n— 1}, we have
complex numbers aj, bj, b}, and ¢; satisfying the following conditions:

(C1) there exists » > 0 such that Re(a;) = v for every j € $;
(C2) for every j € $, max{|a;l, [b;l, |b}], |c;|} < A with A >;
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(C3) there exists Q: [0,L] — [0,+0o[ such that Q(0) = 0 and Q) is continuous
in 0 such that, for j,k € $ with j <k,

lax—a;| < Q((k— j)h). (3.25)
For A € C, we want to study the following problem:

AUJ‘ —ajain_l —bjahUj —b;&hUj_l —CjUj :fj fOl‘j = 1,...,71— 1,

U, 0. (3.26)
To this aim, we set $ := {0,1,...,n— 1,n} and for U € B($, E) and j € 9,
U, = {gj’ 12 2 i’)’”}’ (3.27)
and we introduce the operator Ay, in B($, E), defined as follows: for j € ,
ApU;j = ajaﬁf]j,l+bj8hUj+b}8hUj,1+chj. (3.28)

We have the following proposition.

ProrosITION 3.6. Assume that assumptions (C1), (C2), and (C3) are satisfied
and let ¢o € [0,m — arccos(v/A)[. Then, there exist R >0 and M >0 such that
fAeCIlIAM =R [Arg(A)| < ¢o} < p(Ap), and

A=Ay <ML (3.29)
)

L(B(S,E)
Moreover, for a certain f € B($,E), put U = (A — A)"' f. Then for every 6 €
[0,2], there exists ¢ > 0 such that

10lles ey < clM”* N fll b, (3.30)

R and M depend only on L, A, v, Q, and ¢y while ¢ depends only on L, A, v, Q, ¢y,
and 0.

Proof. Fix ¢y € |n/2, m —arccos(v/A)[. Then, using Lemma 3.3, Proposition 2.5
(II), Lemma 3.1, and a simple perturbation argument, it is easily seen that there
exist § € ]0,L[, R; >0, and M; > 0 independent of & such that if U € B($, E) and
for some jo € $ U; = 0 for [(j — jo)h| >3,A € C, |A| = Ry, and [ Arg(A)| < ¢o,

101l coz.ey < MUMP2 (X = AR) Ul g, - (3.31)

Now fix a C*-partition of unity (y;),<i<p in [0, L] such that for every J, the di-
ameter of the support of ¥/ is less than or equal to §. Next, set ‘I’ﬂ :=y!(jh) for
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every l and for j € $. Then, using (3.31), we get for every U € B($,E),

P
||U||c,€(§,5) = Z ||‘{’IU||C,§(§,E)
I=1

p
3.32
SC1|/\|0/2_1Z||()t—Ah)(‘I’lU)||B(9,E) (332

I=1
< oM (101l + 11 = AR Ullgg )-

Here ¢; and ¢, are constants independent of 4 and U. Considering the case
6 = 1, one can eliminate ||U]|| Cl(F.B) in the second term, increasing (if necessary)
R;. |

Equation (3.10) and Lemma 3.4 admit the following natural extensions.

Definition 3.7. Let 0 € [0,+oo[, 0 <n.If f € B($,E), set

||f||cf,,0(‘¢,15) = Hf~||c;’(§,E)- (3.33)

PrROPOSITION 3.8. Assume that assumptions (C1), (C2), and (C3) are satisfied for
certain L, n, v, A, and Q. Assume thatn > 3 and let 6 € 10,1[, 0 # 1/2. Then, there
exist positive constants c1, ¢, depending only on L, v, A, and 0 such that for every

f €B($,E),
cill fllB(s,B),DAN), < ||f||c§y%((¢,E) < ol fI1B(9,5),D(A4n))e- (3.34)

Proof. We introduce the operator B, € £(B($,E)) : B,U; = 9;,U;_; forevery j €
9. It is not difficult, using Proposition 2.6, to show the existence of two positive
constants ¢, ¢; depending only on v and A such that for every U € B($, E),

cillUllpa,y < 1Ullpay < 21Ul pes,)- (3.35)

This means that it suffices to consider the case Aj, = B, and in this case we can
follow the lines of the proof of Proposition 3.5. O

Now let 6 € ]0,2[. We introduce the following assumptions: let L >0, n € N,
n>3,and h=L/n;weset$:={1,....n—1} and $ = {0,1,...,n — 1,n}. More-
over, a, b, b’, and ¢ belong to B(@). Further, we assume that

(A1) there exists v > 0 such that Re(a;) > v for every j € $;

(A2) maX{Hchg(@), ||b||cg(§)> b’ ”Cﬂ(@)’ ||b||cg(§)} <Awith A >

The following result is our most general discrete version of estimate (1.3) in
the one-dimensional case.

PRrROPOSITION 3.9. Assume that assumptions (Al) and (A2) are satisfied for some
0 €10,2[, 0 # 1. Fix ¢ € [0, m — arccos(v/A)[. Then, there exists R positive such
that {A € C | |A| = R, |Arg(A)| < ¢} S p(Ap), where Ay, is the operator defined in
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(3.28). Moreover, for every r € [0,2], there exists ¢ > 0 depending only on L, v, A, r
such that for every f € B($,E) and for every F € B($,E) with F|g = f,

Eill} -

(3.36)

< A" IIFl o) + 1A% max {|Fo

la-an7s] :

Coi ($,E)

Proof. We start by showing that there exist &, € ]0,1[, Ry >0, ¢o € ]7/2, [ such
that for every A € C with [A| = Ry and |Arg(A)| < ¢o, if U € B($, E) with U; =0
for jh = oL, for every r € [0,2],

Ul gy .5 < ct A2 1P N oy + 1Mol (3.37)

holds for every F € B($,E) such that F|g = (A — A;)U, with ¢; depending only
on A, v, ¢o, 0, r. In fact, let U; = 0 for jh > «L for some a € |0, 1/2[. We put, for
j € Ny,

U, ifj<n,
ur={ 0 =" (3.38)
0, ifj>n.

Assume that h < L/6; then, for every j € Nand A € C,

/\(];)< — agai U]*—l

B (aj — ao)aiU;k_l +bj8th +b}ahU;k_1 -i-C]'U;|< +fj, if (_] — 1)]1 <al,
o, if (j— 1)h > aL.
(3.39)

For j € N, we now set

Fj+(aj — ao0)RUS +bj0y U +b0, U +¢;US, if j=1, (j— Dh<al,
Gj =10, if (j = Dh>al,
F0+b()ahU6k +b6(3ahU1* —28;,U2*)+COU5", lf]:0
(3.40)

So we have, for [A] = 1, |Arg(A)| < ¢, and for every r € [0,2] (owing to
Proposition 3.5),

Ul g5 = 10 gy < A [IG qory iy + IMP2(IGOl] - (3.41)
We have

IGll o2y < I1Fll o 75 +A(aL)9’||U||C§+e@E) +c(A)||U||Ci+w|@)E), (3.42)
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where 6’ := min{6, 1}. To get estimate (3.42), consider, for example, the case
0 € 11,2[ and set, for j € Ny,

2 op s .
X, - (aj—ao)op U, ifj= 1,. (j—1h<al, (3.43)
0, otherwise.
Then, for j € Ny,
ahaja%,U;k + (a]‘ - ao)azU;k_l, if 1 ﬁj =n,
OnXj = 1 Onaod; Ug, ifj=0, (3.44)
0, if(j—1hz=al,
so that
Next, for example, we put, for j € N,
bionU/y, ifl<j<n,
Y; = by (30, UF —20,U5), if j =0, (3.46)
0, if j>n,
and we have
ahb}ahﬁj +b}a;210j—1, ifl<j<n-—1,
onY;j = 0nbonUo + by (20,01 — 9;0), i j =0, (3.47)
0, if(j—1hz=al,
so that
1Yo @y < el (3.48)
Next,
[|Goll < |Fol[ + (Ul 1 7. (3.49)

So, from (3.42) and (3.49), we get
||U||c55r(g,5) <c(r)|A]7*!
X [||F||cg(§,1;) + M| Fol| + AL || Ull o) (3.50)

+ C(A)||U||C,§*“’] FpT |/1|9/ZC(A)||U||C,§(§,E)]>

and from this estimate, we get (3.37) if @ < a; and |A| = R,. Analogously, we
can show that there exist a; € ]0,1[ and R, > 0 such that for every A € C with
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[Al = R, and | Arg(A)| < ¢y, if U € B($, E) with U;=0 for jh < (1-ay)L,
Ul g9,y = 2N IF o) + 1M1l (3.51)

holds for every F B($,E) such that F|g = (A — A U. Finally, there exist az €
10, 1[ and R3 > 0 such that for every A € C with || = R; and | Arg(A)| < ¢, if
U € B($,E) with U; = 0 for |j — jo|h = a3L for some jy such that «L < joh <
(l - aZ)La

1Ull oy 9.6y < €3 (A I Fll o (3.52)

holds for every F € B ($,E) such that F|g = (A — A,)U. Then one can conclude
through a partition of unity. O

4. Estimates depending on a parameter for discretizations of the Dirichlet
problem for an elliptic equation in a right angle and in a square

Let Q be equal to ]O,L[? for some L € ]0,+0oo[; consider problem (1.1) with
n = 2. We will often write (x, y) instead of (x,x;). To study a discretized version
of problem (1.1), we start by introducing some notations. Let $ < Z? and V :
$ — C.For (i,j) € $ and h > 0, we set

OxnViji=h (Vi — Vij), Oy nViji=h'(Vij - Vij) (4.1)
if, respectively, (i+1,j) € $ and (4, j + 1) € $. We can define

S0 :i={Gj)edl(i+1,j) eI}, Son:={Gj)edlGj+1) eI}
(4.2)

and consider the two functions 0,V and d,,,V of domains, respectively, $(1,0)
and $(o1). If also (i+1,j+1) € %, even 9y,,(0x1 V)i j and 0y (9,1 V);j are de-
fined and it is easy to verify that they coincide. More generally, if « € N3, we
put

Jo={(,j) €I |(Gi,j)+pe FifpeN; B=<al, (4.3)
and, for (3, j) € $4 and a = (ay, a2),
V= afh(ajth)i’j. (4.4)

We stress the fact that we can change the order of application of d,; and d,
without changing the result. It is also clear that 97V is a function of domain .

We now introduce certain norms in B($), with $ < Z?: if h >0 and m € Ny,
we set, for V € B(%),

IVIicps) := max {[|9§ V][5, | & € NG, la| < m]. (4.5)
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Now let 8 € ]0,1[ and h > 0. If V € B($), we set

-6/2
[Viegg = sup{{[ (i = 2)*+ G = 2)* |2} [ Vi = Vi | | (i, 1) €9,

(i j2) € 9 (i1, 1) # (i ) .

(4.6)
Finally, let 6 >0 and V € B($). We put
IVilcog) = max{ll V”C}[lﬂ]w), ‘;Tllza[%] [aZV]c,ﬁ‘”m)}' (4.7)
Now let U € B(N?); we indicate by U the element of B(NZ) such that
- U;;, if min{i j} >0,
0y ={ Vi Hminth ) (48)
0, if min{i, j} =0.

We extend (4.8) in the following way: forn € N, n > 3, we set N, := {1,...,n},
No,n := N, U {0} and take h = L/n. Now let U € B(N;_,); we indicate by U the
element of B(N¢,,) such that

(4.9)

. Ui,j) lf(l,]) EN,%,I,
Uj = .
0, otherwise.

We introduce the operators By, and Cj, in B(N?_,): for U € B(Nz_,), (i,j) €
Ni
BhUi,j = b,»,jaihUi,l,j, ChU,‘)j = Ci,jaih U,',jfl, (4.10)

with b and ¢ real-valued elements of B(N& »)- We assume that the following con-
ditions are satisfied:

(a) there exists v > 0 such that for all (i, j) € N&n, min{b; j,c;j} = v;
(b) there exists A > 0 such that for all i, j € No »,

||bi"||cf,(N0.n) <A, ||C"J'HC,3(N0,") <A. (411)

Of course, B, and C, belong to £(B(N2_,)). We introduce the norms
I| - ”Cf,O(N?,,l) in B(N2_;):let 0 > 0 and U € B(N2_,). We set

”UHCZO(Nf,,I) = ||0||C2(Né,n)' (4.12)

We also introduce in B(N2_,), for h > 0, the operator A := Bj, + Cy. An easy
consequence of Lemma 3.4 and Proposition 3.5 is the following lemma.
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LemMa 4.1. (1) For every ¢ € [0, 7[, there exist R >0 and c(¢) > 0 such that, for
arbitrary h, {A € C: [A| = R, |ArgA| < ¢} < p(By) and for these values of A,

\Ml—Bwf <c(¢)A~". (4.13)

mo
E(B(N;-1))

(II) For every 8 € 10, 1[—{1/2}, there exist ¢1,c, >0 depending only on 0 such
that for every U € B(N%_,),

il Ulsee pomne < max |0 jlleow, ) < allUleez oy, (414)

1<j<n-1

A completely analogous result holds for Cp, inverting the roles of the vari-
ables.

The following theorem will be useful; the first two points follow from [5,
Lemma 3.5 and Theorem 3.11], (III) is a particular case of [14, Proposition 2.1],
while (IV) is a particular case of [7, Theorem 7.1].

THEOREM 4.2. Let X be a Banach space with norm || - || and B and C elements of
LX), satisfying the following assumptions:

(a) there exists ¢y € /2, [ such that
AeC-1{0} | |Arg(l)| < ¢} < p(B)np(C); (4.15)
b) for A € C— {0} with | Arg(A)| < ¢o,

M M

-1 el -1 =
where M is a positive constant;
c) ifA € p(B) and y € p(C),
()L—B)’l(y—C)’l = (y—C)’l()L—B)’l. (4.17)

Then,
(I) {IA e C— {0} :|Arg(A)| < ¢o} S p(B+C) and, if | ArgA| < ¢ < o,

[[A=B=C) g < CIAI™! (4.18)
with C > 0 depending only on M, ¢o, and ¢, such that

lA =B —=C) Mg < CIM (4.19)
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(ID) ifA € C, Al = 1, and | ArgA| < ¢y < o, for every 8 € ]0,1],

IBAA =B = C) Mg,y + ICA = B =C) Mg pyy < c(do, 41, M, 0);
(4.20)

(IT) for every 6 € 10, 1|, there exist positive constants ¢y, ¢, depending only on
M and 0 such that for every x € X,

c1llxllpyBynpyc) = l1xllpya+c) < c2llx ! py(B)ADy(C)3 (4.21)

(IV) for every 8 € 10, 1], there exist positive constants ¢, ¢; depending only on
M and 0 such that for every x € X,

cillxllpyynpecc) < Ixllx,pBYNDC))e < 211X Dy(B)NDy(C)- (4.22)

The following theorem extends [2, Theorem 3] (under slightly more restric-
tive conditions).

THEOREM 4.3. Assume that assumptions (a) and (b) are satisfied. Then

(1) for every ¢ € [0, [, there exist R >0 and c(¢) > 0 such that, for arbitrary
h, {A € C:[Al = R, |ArgA| < ¢} < p(Ap) and, for these values of A,

H(A—Ah ) <c(@)IAh (4.23)

-1
) Hgg(B(Nﬁ,,
(II) for every 0 € 10, 1[—{1/2}, there exist positive constants cy, ¢, depending
only on 6 and independent of h, such that for every F € B(N?_)),

cllFllsa_pwanye < Il me ) < lFllsae_,),pean)- (4.24)

Proof. To prove the theorem, we adopt a version of the parametrix method due
to Da Prato and Grisvard (see [5, 6]).

Let ¢ € [0, [ and R > 0 as in Lemma 4.1(I). We choose R such that the con-
clusion of Lemma 4.1(I) holds also for Cj,. Then there exist 6, € ]0,7[ and § >
0 such that X := {g € C\ {0} : [Argul = 6o} U {p € C: |u| < SIAl, |Argul <
0o} € p(A+R—Bp) Nnp(Cy — R), for every A such that |ArgA| < ¢. We indi-
cate by y, the counterclockwise oriented boundary of {y € C\ {0} : |Argu| <
¢o} U{peC: |ul <8IA} and we set

S = = (A+R—pu—By) " (u+R—Cp) du. (4.25)
2mi Jy,

Applying Cauchy’s theorem, we get

(/\+2R—Ah)S)L =1—Ry, (4.26)
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where

1 B »
Ri=om W[Ch’(“R—#—Bh) Jw+rR-C) 'dp. (427)

Now let p and » be complex numbers such that max{| Argul, | Argv|} < ¢’ <
7 and with a suitably large modulus. Then

[Ch§ (u— Bh)fl] (v—Ch) ™' = (u—Bu) " [CusBul (u—B) ' (v—Ci) .
(4.28)

One can verify that for all U € B(N2_,) and for all (i, j) € N2_,,

[ChsBr]Uij = [ci-1,j0ynbij—1 = bij-10xh¢i-1,j] (05,050 Uic1,j-1 — 024,051 Ui-1,]
+ 2c,ﬂ,jay,hb,~,j_18i,hay,h Ui—l,j + C,‘,jai,hbi,j_laih Ui—l,j—l
— Zb,',jax,hci_l,jax’hai,h U',',j_] - bi,jaihci—l,jai,h Ui—l,j—l-
(4.29)
Moreover, if U = (y—Bh)‘lV,for l<i<n-land0<j<n-1,
[Jay,h Ui,]‘ - b,',jaihay,h Uifl,j = 8y,h\7,-,j + ay,hbi,jaih 0,;1,]41 (430)
andforl<i<n—-land0<j<n-2,
405, Ui = ;07,07 , U1, = 95, Vi j + 0y,bij07 0y Ui, jn

+05,3,b3,j0% Ui, ju2 + 0y 07 ,0y,n Ui .
(4.31)

So, for |u| and |v| sufficiently large, we obtain, employing also Proposition 3.6,

< C@)ul  [1pl2 +1v172].
(4.32)

H [Ch; (u— Bh)_l] (v Ch)_lef(B(Ni,m

So we have

||RA||§£(B(N§,1)) = C(‘P)J A+ R—pl " (IA+R—pl ™2 + |+ RI7?) |dyl
y28
(4.33)
which tends to 0 as |A| tends to +oo, with | ArgA| < ¢; < ¢p. We conclude that, for

IA| sufficiently large, A € p(Ay) and (A — Aj) ™! = Sp(1 — Ry)~!. We have, more-
over, for [A] suitably large and | ArgA| < ¢,

|0 =207], e = 2180w < COIN! (4.34)

with the same method of [5, Lemma 3.5]. With this, (I) is completely proved.



D. Guidetti and S. Piskarev 1029

We show (II). First of all, we observe that, owing to Propositions 2.6, 2.8,
and Lemma 4.1, there exist ¢; and ¢, positive and independent of h such that for
every F € B(N2_)),if 0 € |0, 1[\{1/2},

el Fllpyainpacci) < IFll gz ) < €2l Fllpg(8,)nDo(ci)- (4.35)

Now let A > 0 be sufficiently large so that it belongs to p(Aj). Then

-1
| -4n) HsaB(Ni,l),Ds(Bh)) < 2iSillswes 0o
(IA+R—p)" 1l dul (4.36)
A
<AL,

Reversing the roles of By and Cj,, one can even show that

|(a=an7| o1 (4.37)

L(B(N2_1),Do(Ch))

for A — +oo. It follows from [1, Theorem 5.2] that there exists ¢ > 0 independent
of h such that for every F € B(N2_,),

I Ellpg(Brynps(cn) < CIIFI B2 )06 - (4.38)

Now indicate by Bg and C2 the operators By and C, with b;; = ¢;; = 1 for
all (i, j) € N .. Observe that the norms || - || p,(5,)nDy(cy) and || - Il Do (BY) D4 (CD)
are uniformly equivalent. Now as operators B}, and C) commute, by Theorem
4.2(IV), there exist ¢; and ¢, independent of & such that for every F € B(N2_)),

cllFll gy npsccd) = IF s )08 aDc)s < 2IF I pga0)npp(ct)-  (4:39)

But as there, obviously, exists ¢ > 0 independent of h such that [[Fllpu,) <
c|IF| D(B)AD(CY)> We obtain that there exist positive constants c;, ¢; independent
of h such that

”F”Dg(Ah = CIHF” Nfl 1)D(Bh)mD(CO ))e CZ||F||D@(Bh)nD9(Ch) (440)
for every F.

So, by the reiteration property (see [17, 1.2.3]), there exist ¢; and ¢, positive
and independent of & such that

”F”Dg(Bh)(‘ng(Ch) < ”F”(B(Nﬁ,]),D(Ah))g < CZHF”DQ(B},)GDQ(C;,)- (441)

Then the conclusion follows from (4.41) and Proposition 2.8. O
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Remark 4.4. Indicate by U the extension of U € B(N?) to N, putting U; j := 0
if i,j~: 0, and set IIUIIC;;O(NZ) = U”Cg(Nz). Next, for U € B(N?), put B,U;j :=
aﬁ,h Ui1j> ChUij = a;h Uij-1,and Ay, := By, + Cj,. Then Theorem 4.3 holds if we
replace B(N2_,) by B(N?) and || - ||C§%(Ng171) by || - ”CZO(NZ)' The proof is the same
with some simplifications.

We prove estimates depending on a parameter of Schauder type. In the fol-
lowing, we will use the notations

NG :={(i,j) e N} :i- j =0}, (4.42)
and, ifn € N,
oNg,, = {(i, j) € N§,, : min{i, j} = 0 or max{i, j} = n}. (4.43)

We start with the following lemma.

LEMMA 4.5. Let Ay, be defined as in Remark 4.4. Let 0 € 10, 1[. Then there exists
¢ > 0 such that for every G € B(N}), with Goo = 0 and for every h >0, it is possible
to construct Z € B(N?) satisfying the following conditions:

(a) ”Z”Cﬁ}f(Nz) =< C||G||C£(Nﬁ);
(b) ||AhZ+F||c9 N2 SC”G”CH Nz,whererz G|N2.
h’()( ) h( 0)

Proof. Let Q) :=1]0,0[?and h > 0. We construct v € C?(9Q) such that v(ih, jh) =
G;; if (i, j) € ON. It suffices to put

Gi,0+ (% — l) (Gi+1,0 — Gi,()), ifih<x< (i+ l)h forie No, )/ZO,

v(x,y) =

=

G(),j-l'(z —]) (GO,j+1 — G(),j), 1f]h$)/< (]+ 1)h fOI'jEN(), x=0.
(4.44)

It is not difficult to verify that there exist c;, ¢, positive and independent of h
such that

IVlicoaa) < cllGram Il ooz (4.45)

for some ¢ > 0 independent of 4. Now fix ¢ € D(R) such that ¢ is even, [ ¢(&)dé
=1,and ¢(x) = 1 for |x| < §, for some & > 0, and set, for (x, y) € R?,

2 2
—Qulx )= 905 [ 40,y +E0dE+ 9L [ G©0+Er,00dE,
: : (4.46)
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where 7 is the extension of v to {(x, y) € R? : xy = 0} which is odd in x and
y. Owing to [17, Subsection 0.3], Qv € C**%(R?), Qv(x,0) = Qv(0, y) = 0, and
(0?Qv/9y*)(x,0) = —§(x,0), (0*Qv/9x?)(0,y) = —g(0,y), for every x,y € R.
Observe also that

2*Qv _ *Qv B
52 (H0)= 3y 0,y)=0 (4.47)
for every choice of x and y in R.
Now we set, for (i, j) € N?,
Zij = Qu(ih, jh). (4.48)

It is not difficult to verify that there exist ¢; > 0, ¢; independent of & and v such
that

||Z||cﬁ$9(N2) < allQvllcrom) < CZHGIBN%HC,‘:(BN?))' (4.49)

It remains to verify (b). We estimate only, for example, (ih)%|A,Z; i+ Fjjl for
(i, j) € N?. We have

Zivrj—2Zij+ Zi
e +Fi,j

Zij = 2Zij+ Zijj
h? '

(ih)~° |AhZi,j +Fj | < (ih)~9

(4.50)

+ (ih)~?

As (0°Qv/dy?*)(0,z) = 0 for every z € [0, +oo[, the second summand equals

(ih)~°

Qv(ih, (j + 1)h) — 2Qv(ih, jh) + Qv(ih, (j — 1)h) ’
h2
GOk 0y T 32Qu . Qv (4.51)
L (Jy—h[ 0y (ih, z) - 0y (0,z)]dz)dy‘

< 1Qvlicze@) = cllGlicop).-

= (ih) *h™?

As (0*Qv/9x?)(0,z) = —v(0, z) for every z € [0, +oo[, the first summand equals

- L(Hl)h (Jx [azQV(z,jh) - 92Q"(0,jh)]dz)dx+ (Gij - Go,j)

N0
(ih) ih x—h L 0x2 ox2

(i+1)h x
< (i) Oh2 th (J hzﬂdz> dxl1QVll oo + Gl care
l ]

= C(6)||QVHCZ+9(5) + HG”C}HI(N(Z)) = C”G”Cg(N[Z))-
(4.52)
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LEMMA 4.6. Let Ap have the meaning of Remark 4.4. Let A € C—] — 0,0], 0 €
10,1[ and F € B(N?). Moreover, G € B(N3) such that G|z = F and Gop = 0.
Then, for every ¢o € [0,7[ and r € [0,2], there exists c(¢o,r) >0 such that if
Al = 1, |Arg(A)| < ¢, and h >0,

[ =207 F| o = €0 YA [1G gy + 1N yGllagargy |
(4.53)
with yG := Glan.
Proof. We start by showing that
-1
HQ—M)FMWMsmH@mg (4.54)

with ¢ >0 independent of A, with [A| = 1, and |ArgA| < ¢. In fact, from
Proposition 2.8, Lemma 4.1(II), and Theorem 4.2(1I), (III), by interpolation, we
have

H(A ~4)"'F o (N?)
< C(H (A—A)"'F coaey T HBh (A—An)"'F o) (455)
+{|cia—an)'F c;’,0<N2>>
< cllFllc ve)-
From Remark 4.4, we also have
H@‘“V?mmmdeJW%mm' (4.56)
So, interpolating between (4.54) and (4.56), we obtain
Hu—Aw*chm%sdan%thww) (4.57)

for every r € [0,2]. Now we prove that if [A| = 1, |Arg(A)| < ¢o <7, and U :=
(A —Ap)"'F, then

I U”CEI]Z(NZ) = C”G”Cﬁ(Né) (4.58)

with ¢ >0 depending only on ¢. In fact, let Z be the element of B(N?) con-
structed in Lemma 4.5. As

MU-Z)-AW(U—-2Z)=F+AnZ-AZ, (4.59)
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it follows from Lemma 4.5 and (4.54) that

I U”CI%Z(NZ) <|lU _Z”cg,‘(r)Z(Nz) + HZ”C%Z(NZ)

<allF+AnZ =AZ|| o ) + 121 coraoe (4.60)

<& [IGlggan) +1Z 1 e | = 611Gl o).

Now let A = p?e® with p > 1 and |$| < ¢o; then, if we continue to indicate by U
the element (A — A,)~'F, we have

€U — ApU =p?F (4.61)
so that
l U”c,f;_(,(NZ) = C(f)P72||G||CgP(N5) (4.62)
for every r € [0,2]. A simple consequence of (4.30) is

[ =40 F| 4., = @0 ) M2 Gl gy + N2 Gllpg | (4:63)

Chir (N2
Now we set, for (i, j) € N3,
H;j:=Gjo+Go,j. (4.64)
It is not difficult to verify that
IF ~ Hlse 1] gt oy + 1 oy < el Gll o - (4.65)
It follows from (4.57) and (4.63) that, for r € [0,2],

o a s

Chir(N2)

< || -4an) " (F-Hlw)

-1
C%,(NzﬁH(A—Ah) Hlwe
< c(go, 1) M2 I1E = Hlwe | g,y + 1 Loy + M2 1 H oy |

< c(0, 1) I [IGllgogegy + MY 1yGllgang) |-

Cor(N?)

(4.66)
(]

THEOREM 4.7. Assume that conditions (a) and (b) are satisfied and let 0 € 10, 1[.
Assume, moreover, that for all i, j € Ny,

o illcon,y < A5 lleill v,y < A- (4.67)
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Let A € C—] - ,0] and F € B(N,,_,). Let G € B(Ng,) such that G5z = F and
Go,0 = Gno = Gun = G, = 0. Then, for every ¢ € [0, [ and r € [0,2], there ex-
ists c(¢o, ) > 0 independent of F and G such that if | Arg(A)| < ¢o, [Al = 1, and
h>0,

)r/Zfl

(A= 4,)""F| < c(¢o,r,A) (1+]M]

Clr(N2_)) (4.68)

0/
% [IGloz,y + (14 AN 1yGllpanz, |

Proof. The proof can be obtained by the same method of the proof of Propo-
sition 3.9, using Lemma 4.6. O
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