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Boundary value problems for systems of ordinary differential equations with a
small parameter ε and with a finite number of measurable delays of the argument
are considered. Under the assumption that the number m of boundary condi-
tions does not exceed the dimension n of the differential system, it is proved that
the point ε = 0 generates ρ-parametric families (where ρ = n−m) of solutions
of the initial problem. Bifurcation conditions of such solutions are established.
Also, it is shown that the index of the operator, which is determined by the ini-
tial boundary value problem, is equal to ρ and coincides with the index of the
unperturbed problem. Finally, an algorithm for construction of solutions (in the
form of Laurent series with a finite number terms of negative power of ε) of the
boundary value problem under consideration is suggested.

1. Introduction

We consider in Banach spaces the problem of existence and construction of so-
lutions z : [a,b]→Rn of systems of ordinary differential equations with a small
parameter ε and with a finite number of measurable delays of argument of the
form

ż(t)=
k∑
i=1

Ai(t)z
(
hi(t)

)
+ ε

k∑
i=1

Bi(t)z
(
hi(t)

)
+ g(t), t ∈ [a,b], hi(t)≤ t, (1.1)

with the initial conditions

z(s)= ψ(s), if s < a < b, (1.2)

and subject to the boundary conditions

lz = α, α∈R
m. (1.3)
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In this connection, we suppose that the unperturbed problem (ε = 0) does
not have solutions for arbitrary nonhomogeneities g(t) belonging to the space
considered below and α∈Rm and for arbitrary initial function ψ : R1 \ [a,b]→
Rn. Moreover, we suppose that the numberm of boundary conditions (1.3) does
not exceed the dimension n of the differential system (1.1). Further, we establish
conditions for the perturbed coefficients Bi(t) and for the delays hi(t), under
which the boundary value problem (1.1) and (1.3) admits a family of solutions
or a single solution. Finally, we suggest an algorithm for the construction of such
solutions.

In the case where there is no delay effect (hi(t) = t, i = 1, . . . ,k) and m = n,
problem (1.1) and (1.3) has been studied in [2, page 252]. Also, in the case where
there is no delay effect (hi(t) = t, i = 1, . . . ,k) and Ai(t) = 0, the periodic (lz :=
z(a)− z(b)= 0) boundary value problem (1.1) and (1.3) has been considered in
[6].

2. Initial value problems

Consider the linear equation with concentrated delay

ż(t)−
k∑
i=1

Ai(t)z
(
hi(t)

)= g(t), t ∈ [a,b],

z(s)= ψ(s), if s < a,

(2.1)

where Ai(t) are n× n matrices, while the functions hi(t)≤ t are measurable for
t ∈ [a,b].

Usually (see [3, 8]), a solution of the delay differential equation (2.1) is
constructed in the space of continuously differentiable functions as a contin-
uous extension of the initial function ψ(s) to the interval [a,b]. Such a defini-
tion requires the initial function ψ(s) and the solution z(s) to be “continuously
joined” at the point s= a, that is,ψ(a)= z(a). This leads to the notion of infinite-
dimensional fundamental matrix (introduced for the investigation of the initial
problem (2.1)) whose dimension coincides with the dimension of the basis of
the space of initial functions.

Following [1], we will present here basic notions concerning the initial prob-
lem (2.1) for delay differential systems with a finite-dimensional fundamental
matrix.

Let hi : [a,b]→R1 and ψ : R1 \ [a,b]→Rn be given functions. Define

(
Shiz

)
(t)=



z
(
hi(t)

)
, if hi(t)∈ [a,b],

0, if hi(t) �∈ [a,b],
(2.2)

where Shi denotes (see [1, page 10]) the operator of so-called inner composition,
and put
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ψhi(t)=



0, if hi(t)∈ [a,b],

ψ
(
hi(t)

)
, if hi(t) �∈ [a,b].

(2.3)

Now, in view of (2.2) and (2.3), (2.1) can be rewritten in the form

(Lz)(t) := ż(t)−
k∑
i=1

Ai(t)
(
Shiz

)
(t)= ϕ(t), (2.4)

where

ϕ(t)= g(t) +
k∑
i=1

Ai(t)ψhi(t). (2.5)

The transformations (2.2) and (2.3) allow to join the initial function ψ(s),
s < a, of (2.1) and the absolute term and to apply to (2.4) the well-developed
methods of linear functional analysis. We will investigate (2.4) under the as-
sumption that the operator L bounded on [a,b] maps the Banach space Dn

p[a,b]
of absolutely continuous functions z : [a,b]→Rn with the norm

‖z‖Dn
p = ‖ż‖Lnp +

∥∥z(a)
∥∥

Rn (2.6)

into the Banach space Lnp[a,b] (1 < p <∞) of integrable vector functions ϕ :
[a,b]→Rn with the norms standard in these spaces.

According to [1, page 13], the vector function z(t)∈Dn
p[a,b], for which ż(t)∈

Lnp[a,b] and which is absolutely continuous on [a,b], is called a solution of the
delay differential system (2.4) if z(t) satisfies the system (2.4) almost everywhere
on [a,b].

In the sequel, we will consider (2.4) rewritten in the form

ż(t)= A(t)
(
Shz
)
(t) +ϕ(t). (2.7)

Here A(t) = (A1(t), . . . ,Ak(t)) is an n×N matrix (N = nk) consisting of n× n
matrices Ai(t), (Shz)(t) = col[(Sh1z)(t), . . . ,(Shk z)(t)] is an N-dimensional col-
umn vector, and ϕ(t) is an n-dimensional column vector given by (2.5). The
operator of inner composition Sh maps the space Dn

p into the space

LNp = Lnp×···×Lnp︸ ︷︷ ︸
k time

; (2.8)



846 Perturbed Fredholm BVP

that is, Sh : Dn
p → LNp . For the operator Shi : Dn

p → Lnp, we have the following rep-
resentation:

(
Shiz

)
(t)=

∫ b
a
χhi(t, s)ż(s)ds+ χhi(t,a)z(a), (2.9)

where χhi(t, s) is the characteristic function of the set

Ω= {(t, s)∈ [a,b]× [a,b] : a≤ s≤ hi(t)≤ b
}

(2.10)

and it means (see [1, page 17] or [4]) that

χhi(t, s)=



1, if (t, s)∈Ω,

0, if (t, s) /∈Ω.
(2.11)

It is well known that the nonhomogeneous delay operator equation (2.4) is solv-
able for any right-hand side ϕ(t) ∈ Lnp[a,b] and admits an n-parametric family
of solutions in the form

z(t)= X(t)c+
∫ b
a
K(t,τ)ϕ(τ)dτ, (2.12)

where the n×n matrix K(t,τ) is called Cauchy matrix. For any fixed τ, this ma-
trix is a solution to the following matrix Cauchy problem:

∂K(t,τ)
∂t

=A(t)
(
ShK(·,τ)

)
(t), K(τ,τ)= I. (2.13)

In what follows, we assume that the matrixK(t,τ) is defined in the square [a,b]×
[a,b], where K(t,τ) ≡ 0 for a ≤ t < τ ≤ b. The finite-dimensional fundamental
n× n matrix of the homogeneous (ϕ(t) ≡ 0) delay equation corresponding to
(2.4) is of the form X(t)= K(t,a). By (ShK(·,τ))(t) we denote the N ×n matrix
whose columns are obtained by applying the operator of inner composition Sh
to the corresponding columns of n×n matrix K(t,τ).

3. Fredholm boundary value problems

Consider the following linear nonhomogeneous boundary value problem:

(Lz)(t) := ż(t)−A(t)
(
Shz
)
(t)= ϕ(t), t ∈ [a,b], (3.1)

lz = α. (3.2)

Here L : Dn
p[a,b] → Lnp[a,b] is the bounded linear delay differential operator,

l = col[l1, . . . , lm] is an m-dimensional bounded vector functional, the number
m of components which, in general, is not equal to the dimension n of the dif-
ferential system. Functionals li map the space Dn

p[a,b] into the space R, while
l :Dn

p[a,b]→Rm; α∈Rm. Moreover, the rows of the matrices Ai(t) and the col-
umn vector ϕ(t) belong to the space Lnp[a,b], that is, Ai(t),ϕ(t) ∈ Lnp[a,b]. It is
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well known (see [1, page 33] or [7, page 86]) that this boundary value prob-
lem defines a Fredholm operator, which maps the space Dn

p[a,b] into the space
Lnp[a,b]×Rm.

Here we are interested in necessary and sufficient conditions for solvability
of the above problem as well as in finding a representation of its solution z(t)∈
Dn
p[a,b].
The general solution of (3.1) is of the form (2.12). So, substituting (2.12) into

the boundary conditions (3.2), we obtain the algebraic (with respect to c ∈Rn)
system

Qc = α− l
∫ b
a
K(·,τ)ϕ(τ)dτ (3.3)

with the (m×n)-dimensional constant matrix Q = lX(·) and with rankQ = n1.
From the system (3.3) we can find the constant c ∈ Rn for which the solution
(2.12) of the system (3.1) is also a solution of the boundary value problem (3.1)
and (3.2).

Using the theory of pseudoinverse matrices and orthoprojectors (see, e.g., [9]
or [2, Theorem 3.9, page 92]), we receive necessary and sufficient conditions for
solvability of the algebraic system (3.3) and for the existence of solutions for the
boundary value problem (3.1) and (3.2).

Let PQ : Rn → N(Q) = kerQ and PQ∗ : Rm → N(Q∗) = kerQ∗ = cokerQ de-
note, respectively, the (n×n)- and (m×m)-dimensional matrices-orthoprojec-
tors on the kernel and the cokernel of the matrix Q with the properties P2

Q =
PQ = P∗Q , P2

Q∗ = PQ∗ = P∗Q∗ , where the symbol ∗ means the operation of trans-
position. Also let Q+ denote the n×m matrix, which is a Moore-Penrose pseu-
doinverse to Q.

The algebraic system (3.3) is solvable if and only if its right-hand side belongs
to the orthogonal complement N⊥(Q∗) = R(Q) of the subspace N(Q∗). This
means that the equality

PQ∗
{
α− l

∫ b
a
K(·,τ)ϕ(τ)dτ

}
= 0 (3.4)

holds. Since rankPQ = n− rankQ = n− n1 = r and rankPQ∗ =m− rankQ∗ =
m−n1 = d, we use the symbol PQ∗d to denote the d×m matrix whose rows rep-
resent a complete set of d linearly independent rows of them×mmatrix PQ∗ . Let
PQr be an n× r matrix whose columns represent a complete set of r linearly in-
dependent columns of the n×n matrix PQ. Then the last condition is expressed
by the equality

PQ∗d

{
α− l

∫ b
a
K(·,τ)ϕ(τ)dτ

}
= 0. (3.5)
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If (3.5) holds, then

c =Q+
(
α− l

∫ b
a
K(·,τ)ϕ(τ)dτ

)
+PQr cr , PQr cr ∈N(Q), ∀cr ∈R

r , (3.6)

is a solution of the algebraic system (3.3). Substituting the obtained value of c
into (2.12), we receive the general solution of the boundary value problem (3.1)
and (3.2)

z(t, c)= X(t)PQr cr +X(t)Q+α+
∫ b
a
K(t,τ)ϕ(τ)dτ

−X(t)Q+l
∫ b
a
K(·,τ)ϕ(τ)dτ.

(3.7)

This solution can be rewritten in the form

z
(
t, cr

)= Xr(t)cr + (Gϕ)(t) +X(t)Q+α, (3.8)

whereXr(t)= X(t)PQr is the fundamental matrix of the homogeneous boundary
value problem

ż(t)= A(t)
(
Shz
)
(t), lz = 0. (3.9)

The operator (Gϕ)(t) is defined as

(Gϕ)(t)=
∫ b
a
K(t,τ)ϕ(τ)dτ −X(t)Q+l

∫ b
a
K(·,τ)ϕ(τ)dτ (3.10)

and is called generalized Green operator for the boundary value problem (3.1)
and (3.2) (see [2, page 134]).

From the above observation follows the following theorem.

Theorem 3.1. Consider the boundary value problem (3.1) and (3.2). Then

(1) the operator Λ0 :Dn
p[a,b]→ Lnp[a,b]×Rm defined by the formula

(
Λ0z

)
(t)

def= col
[
ż(t)−A(t)

(
Shz
)
(t), lz

]
(3.11)

is a Fredholm one with

indΛ0 = dim kerΛ0−dim kerΛ∗0 = ρ= r−d = n−m, (3.12)

where the operator Λ∗0 is the adjoint one to Λ0;
(2) the homogeneous boundary value problem (3.9) has r and only r linearly in-

dependent solutions Xr(t)cr , for all cr ∈Rr (dim kerΛ0 = r = n− rankQ =
n−n1);
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(3) the nonhomogeneous boundary value problem (3.1) and (3.2) is solvable
for those and only those ϕ(t) ∈ Lnp[a,b] and α ∈ Rm which satisfy (3.5)
(dim kerΛ∗0 = d = m− rankQ∗ = m− n1) and its solutions form the r-
parametric family (3.8).

These results will essentially be applied for obtaining new existence condi-
tions for the solutions of perturbed linear and nonlinear boundary value prob-
lems for delay equations.

Remark 3.2. If the vector functional l satisfies the relation

l
∫ b
a
K(·,τ)ϕ(τ)dτ =

∫ b
a
lK(·,τ)ϕ(τ)dτ, (3.13)

then the generalized Green operator (Gϕ)(t) obtains the form

(Gϕ)(t)=
∫ b
a
G(t,τ)ϕ(τ)dτ. (3.14)

The n×n matrix G(t,τ) is the kernel of the integral representation of the oper-
ator (Gϕ)(t) and has the form

G(t,τ)= K(t,τ)−X(t)Q+lK(·,τ) (3.15)

and is called generalized Green matrix. Without loss of generality, we will assume
below that condition (3.13) is fulfilled.

For example, the relation (3.13) holds for periodic lz := z(a)− z(b) = 0 and
for multipoint lz =∑k

i=1Miz(ti) boundary conditions as well as for the condi-
tions of the form of Riemann-Stieltjes integral

lz =
∫ b
a
dΦ(t)z(t), (3.16)

where Φ(t) is an m× n matrix whose components are functions with bounded
variation on [a,b]. In the last case,

lK(·,τ)=
∫ b
τ
dΦ(t)K(t,τ) (3.17)

because K(t,τ)≡ 0 for t < τ.

Remark 3.3. The solvability condition (3.5) for problem (3.1) and (3.2) holds
provided that the initial function ψ is appropriately chosen. In fact, using (2.3),
we can represent condition (3.5) in the form

PQ∗d

{
α− l

∫ b
a
K(·,τ)

[
g(τ) +

k∑
i=1

Ai(τ)ψhi(τ)
]
dτ
}
= 0. (3.18)
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This allows us to get the solvability of problem (3.1) and (3.2) by varying the
function ψ. But, if nonhomogeneities g(t)∈ Lnp[a,b] and α∈Rm and the initial
vector function ψ : R1 \ [a,b]→ Rn are arbitrary, then the solvability condition
(3.5) for problem (3.1) and (3.2) does not hold. So, it is necessary to suggest a
method for regularization of a boundary value problem which is not everywhere
solvable.

4. Perturbed boundary value problems

Consider the perturbed nonhomogeneous linear boundary value problem (1.1)
and (1.3), which, in view of (2.2) and (2.3), can be rewritten in the form

ż(t)=A(t)
(
Shz
)
(t) + εB(t)

(
Shz
)
(t) +ϕ(t), lz = α, t ∈ [a,b]. (4.1)

As before, we will assume that A(t) = (A1(t), . . . ,Ak(t)) and B(t) = (B1(t), . . . ,
Bk(t)) are n×N matrices (N = nk) consisting, respectively, of n× n matrices
Ai(t)∈ Lnp[a,b] and Bi(t)∈ Lnp[a,b]. Assume that the generating boundary value
problem

ż(t)=A(t)
(
Shz
)
(t) +ϕ(t), lz = α, (4.2)

which follows from (4.1) for ε = 0, has no solution for arbitrary nonhomo-
geneities ϕ(t) ∈ Lnp[a,b] and α ∈ Rm. Then Theorem 3.1 shows that the solv-
ability criterion (3.5) does not hold for problem (4.2) because the nonhomo-
geneities are arbitrary. Thus we arrive at the following question.

Question 4.1. Is it possible to make problem (4.2) solvable by means of linear
perturbations and, if it is possible, then what kind should be the perturbations
Bi(t) and the delays hi(t) in order to make the boundary value problem (4.1)
everywhere solvable?

We can answer this question with the help of the d× r matrix

B0 =
∫ b
a
H(τ)B(τ)

(
ShXr

)
(τ)dτ, H(τ)= PQ∗d lK(·,τ), (4.3)

the construction of which involves the coefficients of problem (4.1). Using the
method of [10] we can find conditions when solutions of the boundary value
problem (4.1) appear in the form of Laurent series (in powers of a small param-
eter ε) with finite number terms of negative power of ε.

Below we will prove a statement, which enables us to solve the above problem.
In order to state this result, we remind that by PB0 we denote an r × r matrix-
orthoprojector projecting Rr onto the null-space N(B) of the d× r matrix B0
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and by PB∗0 we denote a d×d matrix-orthoprojector projecting Rd onto the null-
space N(B∗0 ) of the r × d matrix B∗0 = Bt0. Now we can formulate the following
lemma.

Lemma 4.2. Consider the boundary value problem (4.1) and assume that for arbi-
trary nonhomogeneities ϕ(t)∈ Lnp[a,b] and α∈Rm the generating boundary value
problem (4.2) has no solutions.

If the equivalent relations

PB∗0 = 0⇐⇒ rankB0 = d (4.4)

hold, then for arbitrary ϕ(t) ∈ Lnp[a,b] and α ∈ Rm the boundary value problem
(4.1) has at least one solution in the form of the series

z(t, ε)=
∞∑

i=−1

εizi(t), (4.5)

converging for ε ∈ (0, ε∗], where ε∗ is an appropriate constant characterizing the
domain of the convergence of the series (4.5).

Proof. Substitute (4.5) into (4.1) and equate the coefficients at equal powers of
ε. For ε−1, we obtain the homogeneous boundary value problem

ż−1 =A(t)
(
Shz−1

)
(t), lz−1 = 0, (4.6)

which determines z−1(t).
By the hypotheses of Theorem 3.1, the homogeneous boundary value prob-

lem (4.6) has an r-parametric (r = n − n1) family of solutions z−1(t, c−1) =
Xr(t)c−1, where the r-dimensional column vector c−1 ∈ Rr can be determined
from the solvability condition of the problem for z0(t).

For ε0, we get the boundary value problem

ż0 = A(t)z0 +B(t)
(
Shz−1

)
(t) +ϕ(t), lz0 = α, (4.7)

which determines z0(t).
It is an implication of Theorem 3.1 that the solvability criterion for problem

(4.7) has the form

PQ∗d α−
∫ b
a
H(τ)

{
ϕ(τ) +B(τ)

(
ShXr

)
(τ)c−1

}
dτ = 0, (4.8)

from which we receive with respect to c−1 ∈Rr the algebraic system

B0c−1 = PQ∗d α−
∫ b
a
H(τ)ϕ(τ)dτ, (4.9)
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where

B0 =
∫ b
a
H(τ)B(τ)

(
ShXr

)
(τ)dτ, H(τ)= PQ∗d lK(·,τ). (4.10)

The last system is solvable for arbitrary ϕ(t) ∈ Lnp[a,b] and α ∈ Rm if and only
if the condition PB∗0 = 0 is satisfied. The system (4.9) becomes resolvable with
respect to c−1 ∈Rr up to an arbitrary constant vector PB0c (for all c ∈Rr) from
the null-space of matrix B0 with

c−1 =−B+
0

{
PQ∗d α−

∫ b
a
H(τ)ϕ(τ)dτ

}
+PB0c. (4.11)

This solution can be rewritten in the form

c−1 = c̄−1 +PBρcρ ∀cρ ∈R
ρ, (4.12)

where

c̄−1 =−B+
0

{
PQ∗d α−

∫ b
a
H(τ)ϕ(τ)dτ

}
(4.13)

and PBρ is an (r × ρ)-dimensional matrix whose columns are complete set of ρ
linearly independent columns of (r× r)-dimensional matrix PB0 , with

ρ = rankPB0 = r− rankB0 = r−d = n−m. (4.14)

So, for the solutions of problem (4.6) we have the following expression:

z−1
(
t, cρ

)= z̄−1
(·, c̄−1

)
+Xr(t)PBρcρ ∀cρ ∈R

ρ,

z̄−1
(
t, c̄−1

)= Xr(t)c̄−1.
(4.15)

Assuming that (4.4) holds, the boundary value problem (4.7) has the r-parame-
tric family of solutions

z0
(
t, c0

)= Xr(t)c0 +X(t)Q+α

+
∫ b
a
G(t,τ)

[
ϕ(τ) +B(τ)Sh

(
z̄−1
(·, c̄−1

)
+Xr(·)PBρcρ

)
(τ)
]
dτ.

(4.16)

Here c0 is an r-dimensional constant vector, which is determined at the next step
from the solvability condition of the boundary value problem for z1(t).
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For ε1, we get the boundary value problem

ż1 = A(t)z1 +B(t)
(
Shz0

)
(t), lz1 = 0, (4.17)

which determines z1(t). The solvability criterion for problem (4.17) has the form

∫ b
a
H(τ)B(τ)Sh

{
Xr(·)c0 +X(·)Q+α

+
∫ b
a
G(·, s)[ϕ(s) +B(s)Sh

× (z̄−1
(·, c̄−1

)
+Xr(·)PBρcρ

)
(s)
]
ds
}

(τ)dτ = 0

(4.18)

or equivalently the form

B0c0 =
∫ b
a
H(τ)B(τ)Sh

{
X(·)Q+α

+
∫ b
a
G(·, s)[ϕ(s) +B(s)Sh

× (z̄−1
(·, c̄−1

)
+Xr(·)PBρcρ

)
(s)
]
ds
}

(τ)dτ.

(4.19)

The algebraic system (4.19) has the following family of solutions:

c0 = B+
0

∫ b
a
H(τ)B(τ)Sh

×
{
X(·)Q+α+

∫ b
a
G(·, s)[ϕ(s) +B(s)

(
Shz̄−1

(·, c̄−1
))

(s)
]
ds
}

(τ)dτ

+
[
Ir +B+

0

∫ b
a
H(τ)B(τ)Sh

{∫ b
a
G(·, s)B(s)

(
ShXr(·)

)
(s)ds

}
(τ)dτ

]
PBρcρ

= c̄0 + [·,·,·]PBρcρ,
(4.20)

where

c̄0 = B+
0

∫ b
a
H(τ)B(τ)Sh

×
{
X(·)Q+α+

∫ b
a
G(·, s)[ϕ(s) +B(s)

(
Shz̄−1

(·, c̄−1
))

(s)
]
ds
}

(τ)dτ,

[·,·,·]= Ir +B+
0

∫ b
a
H(τ)B(τ)Sh

{∫ b
a
G(·, s)B(s)

(
ShXr(·)

)
(s)ds

}
(τ)dτ.

(4.21)
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So, for the ρ-parametric family of solutions of problem (4.6) we have the follow-
ing expression:

z0
(
t, cρ

)= z̄0
(
t, c̄0

)
+ X̄0(t)PBρcρ ∀cρ ∈R

ρ, (4.22)

where

z̄0
(
t, c̄0

)= Xr(t)c̄0 +X(t)Q+α+
∫ b
a
G(t,τ)

[
ϕ(τ) +B(τ)

(
Shz̄−1

(·, c̄−1
))

(τ)
]
dτ,

X̄0(t)= Xr(t)
[
Ir+B+

0

∫ b
a
H(τ)B(τ)Sh

{∫ b
a
G(·, s)B(s)

(
ShXr(·)

)
(s)ds

}
(τ)dτ

]

+
∫ b
a
G(t,τ)B(τ)

(
ShXr(·)

)
(τ)dτ.

(4.23)

Again, assuming that (4.4) holds, the boundary value problem (4.17) has the
r-parametric family of solutions

z1
(
t, c1

)= Xr(t)c1 +
∫ b
a
G(t,τ)B(τ)Sh

(
z̄0
(·, c̄0

)
+ X̄0(·)PBρcρ

)
(τ)dτ. (4.24)

Here c1 is an r-dimensional constant vector, which is determined at the next step
from the solvability condition of the boundary value problem for z2(t):

ż2 = A(t)z2 +B(t)
(
Shz1

)
(t), lz2 = 0. (4.25)

The solvability criterion for problem (4.25) has the form

∫ b
a
H(τ)B(τ)Sh

{
Xr(·)c1 +

∫ b
a
G(·, s)B(s)Sh

(
z̄0
(·, c̄0

)
+X̄0(·)PBρcρ

)
(s)ds

}
(τ)dτ=0

(4.26)

or the form

B0c1

=−
∫ b
a
H(τ)B(τ)

(
Sh

{∫ b
a
G(·, s)B(s)Sh

(
z̄0
(·, c̄0

)
+ X̄0(·)PBρcρ

)
(s)ds

})
(τ)dτ.

(4.27)

Under condition (4.4), the last equation has the ρ-parametric family of solutions

c1 = c̄1 + {·,·,·}, (4.28)
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where

c̄1 =−B+
0

∫ b
a
H(τ)B(τ)

(
Sh

{∫ b
a
G(·, s)B(s)

(
Shz̄0

(·, c̄0
))

(s)ds
})

(τ)dτ,

{·,·,·}

=
{
Ir −B+

0

∫ b
a
H(τ)B(τ)

(
Sh

{∫ b
a
G(·, s)B(s)

(
ShX̄0(·))(s)ds

})
(τ)dτ

}
PBρcρ.

(4.29)

So, for the coefficient z1(t, c1)= z1(t, cρ) we have the following expression:

z1(t,ρ)= z̄1
(
t, c̄1

)
+ X̄1(t)PBρcρ ∀cρ ∈R

ρ, (4.30)

where

z̄1
(
t, c̄1

)= Xr(t)c̄1 +
∫ b
a
G(t,τ)B(τ)

(
Shz̄0

(·, c̄0
))

(τ)dτ,

X̄1(t)= Xr(t)
[
Ir −B+

0

∫ b
a
H(τ)B(τ)Sh

{∫ b
a
G(·, s)B(s)

(
ShX̄0(·))(s)ds

}
(τ)dτ

]

+
∫ b
a
G(t,τ)B(τ)

(
ShX̄0(·))(τ)dτ.

(4.31)

Continuing this process, assuming that (4.4) holds, it follows by induction that
the coefficients zi(t, ci)= zi(t, cρ) of the series (4.5) can be determined from the
relevant boundary value problems as follows:

zi(t,ρ)= z̄i
(
t, c̄i
)

+ X̄i(t)PBρcρ ∀cρ ∈R
ρ, (4.32)

where

z̄i
(
t, c̄i
)= Xr(t)c̄1 +

∫ b
a
G(t,τ)B(τ)Shz̄i−1

(·, c̄i−1
)
(τ)dτ,

c̄i =−B+
∫ b
a
H(τ)B(τ)

(
Sh

{∫ b
a
G(·, s)B(s)Shz̄i−1

(·, c̄i−1
)
(s)ds

})
(τ)dτ,

i= 1,2, . . . ,

X̄i(t)= Xr(t)
[
Ir +B+

0

∫ b
a
H(τ)B(τ)Sh

{∫ b
a
G(·, s)B(s)

(
ShX̄i−1(·))(s)ds

}
(τ)dτ

]

+
∫ b
a
G(t,τ)B(τ)

(
ShX̄i−1(·))(τ)dτ, i= 0,1,2, . . . , X̄−1(t)= Xr(t).

(4.33)

Since the convergence of the series (4.5) can be proved by traditional methods
of majorization, the proof of the lemma is complete. �
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From the above lemma we have the following conclusions.
The boundary value problem (4.1) determines the bounded operator

(
Λεz

)
(t)

def= col
[
ż(t)−A(t)

(
Shz
)
(t)− εB(t)

(
Shz
)
(t), lz

]
(4.34)

which is acting from the space Dn
p[a,b] to the space Lnp[a,b]×Rm, 1 < p <∞.

Under the assumption (4.4), problem (4.1) is always solvable in the Banach
spaces under consideration. This means that the image of the operator Λε coin-
cides with the whole space Lnp[a,b]×Rm, that is, ImΛε = Lnp[a,b]×Rm. There-
fore, Λε is a normally solvable operator (see [5, 7]), while the boundary value
problem adjoint to the homogeneous one

ż(t)= A(t)
(
Shz
)
(t) + εB(t)

(
Shz
)
(t), lz = 0∈R

m, (4.35)

has only trivial solutions, that is, dim kerΛ∗ε = 0, ε �= 0, where the operator Λ∗ε
is the adjoint one to Λε in the corresponding spaces. Note that our problem does
not need the construction of the adjoint problem. Such a construction for the
unperturbed boundary value problem (3.1) and (3.2) is given in [1, page 36].

As it is shown in the proof of Lemma 4.2, dim kerΛε = ρ = r − d. This, to-
gether with the above-mentioned property dim kerΛ∗ε = 0, means that the nor-
mally solvable operator Λε is a Fredholm one. Now, it is not difficult to see that
for the differential operator (4.34) with delayed arguments, the well-known fact
from the theory of operators (see [5] or [7, page 86]), concerning the main-
tenance under small perturbations of the index of the Fredholm operator Λ0

(3.11), is satisfied. Indeed, since by Theorem 3.1,

dim kerΛ0 = r, dim kerΛ∗0 = d, (4.36)

and by Lemma 4.2,

dim kerΛε = r−d, dim kerΛ∗ε = 0, ε �= 0, (4.37)

it follows that

indΛ0 = indΛε. (4.38)

From the previous discussion we have the following theorem.

Theorem 4.3. Consider the boundary value problem

ż(t)= A(t)
(
Shz
)
(t) + εB(t)

(
Shz
)
(t) +ϕ(t), lz = α∈R

m, (4.39)
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and assume that for arbitrary nonhomogeneities ϕ(t) ∈ Lnp[a,b] and α ∈ Rm the
generating boundary value problem (4.2) has no solutions.

If the condition

rank
[
B0 =

∫ b
a
H(τ)B(τ)

(
ShXr

)
(τ)dτ

]
= d =m−n1

(
rankQ = n1

)
(4.40)

holds, then

(1) the operator Λε : Dn
p[a,b]→ Lnp[a,b]×Rm (1 < p <∞) defined by (4.34) is

a Fredholm one with

indΛε = dim kerΛε−dim kerΛ∗ε = ρ = r−d = n−m,
indΛ0 = dim kerΛ0−dim kerΛ∗0 = ρ= r−d = n−m,

(4.41)

where the operator Λ∗ε is the adjoint one to Λε, (dim kerΛ0 = r, dim kerΛ∗0
= d);

(2) the homogeneous boundary value problem (4.35) has a ρ-parametric family
of solutions

z0
(
t, ε, cρ

)=
∞∑

i=−1

εiX̄i(t)PBρcρ ∀cρ ∈R
ρ,
(
ρ= dim kerΛε

)
(4.42)

with the properties

z0
(·, ε, cρ)∈Dn

p[a,b], ż0
(·, ε, cρ)∈ Lnp[a,b], z0

(
t,·, cρ

)∈ C(0, ε∗];
(4.43)

(3) the boundary value problem adjoint to (4.35) has only trivial solutions
(dim kerΛ∗ε = 0, ε �= 0);

(4) for arbitrary ϕ(t)∈ Lnp[a,b] and α∈Rm the boundary value problem (4.39)
has a ρ-parametric set of solutions z(t, ε)= z(t, ε, cρ) with the properties

z
(·, ε, cρ)∈Dn

p[a,b], ż
(·, ε, cρ)∈ Lnp[a,b], z

(
t,·, cρ

)∈ C(0, ε∗],
(4.44)

in the form of the series

z
(
t, ε, cρ

)=
∞∑

i=−1

εi
[
z̄i
(
t, c̄i
)

+ X̄i(t)PBρcρ
] ∀cρ ∈R

ρ, (4.45)

converging for ε ∈ (0, ε∗], where ε∗ is as in Lemma 4.2 and the coefficients
z̄i(t, c̄i), c̄i, and X̄i(t) can be determined from (4.32).
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In the case when the number m of boundary conditions is equal to the di-
mension n of the differential system (4.39), from the condition (4.40) we have

rank
[
B0 =

∫ b
a
H(τ)B(τ)

(
ShXr

)
(τ)dτ

]
= r = d (4.46)

and from Theorem 4.3 we have the following corollary.

Corollary 4.4. Consider the boundary value problem

ż(t)=A(t)
(
Shz
)
(t) + εB(t)

(
Shz
)
(t) +ϕ(t), lz = α∈R

n, (4.47)

and assume that for arbitrary nonhomogeneities ϕ(t) ∈ Lnp[a,b] and α ∈ Rn the
generating boundary value problem (4.2) has no solutions. If the condition

detB0 �= 0 (4.48)

holds, then

(1) the operator Λε :Dn
p[a,b]→ Lnp[a,b]×Rn defined by

(
Λεz

)
(t)

def= col
[
ż(t)−A(t)

(
Shz
)
(t)− εB(t)

(
Shz
)
(t), lz

]
(4.49)

is a Fredholm index zero operator with

indΛε = dim kerΛε−dim kerΛ∗ε = 0,

indΛ0 = dim kerΛ0−dim kerΛ∗0 = 0
(

dim kerΛ0 = dim kerΛ∗0 = r = d
)
;

(4.50)

(2) the homogeneous boundary value problem

ż(t)= A(t)
(
Shz
)
(t) + εB(t)

(
Shz
)
(t), lz = 0∈R

n (4.51)

has only trivial solutions (dim kerΛε = 0, ε �= 0);
(3) the boundary value problem adjoint to (4.51) has only trivial solutions

(dim kerΛ∗ε = 0, ε �= 0);
(4) for arbitrary ϕ(t)∈ Lnp[a,b] and α∈Rn the boundary value problem (4.47)

has the unique solution z(t, ε) with the properties

z(·, ε)∈Dn
p[a,b], ż(·, ε)∈ Lnp[a,b], z(t,·)∈ C(0, ε∗], (4.52)

in the form of the series

z(t, ε)=
∞∑

i=−1

εiz̄i
(
t, c̄i
)
, (4.53)
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converging for ε ∈ (0, ε∗], where ε∗ is as in Lemma 4.2 and the coefficients
z̄i(t, c̄i), c̄i can be determined from (4.32).

Remark 4.5. If (4.40) does not hold, then in order to obtain sufficient conditions
for existence of solutions of the boundary value problem (4.39) for arbitrary
nonhomogeneities ϕ(t) ∈ Lnp[a,b] and α ∈ Rm, the solution z(t, ε) of problem
(4.39) is constructed in the form of series (4.5) with i≤−2.

Remark 4.6. If

rank
[
B0 =

∫ b
a
H(τ)B(τ)

(
ShXr

)
(τ)dτ

]
= d, (4.54)

then the nonlinear boundary value problem with the measurable delays hi(t)

ż(t)=
k∑
i=1

Ai(t)z
(
hi(t)

)
+ g(t) + ε

k∑
i=1

Bi(t)z
(
hi(t)

)
+ ε

k∑
i=1

Ri
(
z
(
hi(t)

)
, t, ε

)
,

z(s)= ψ(s), if s < a, lz = α∈R
m, t ∈ [a,b],

(4.55)

has at least one solution z(t, ε) with the properties

z(·, ε)∈Dn
p[a,b], ż(·, ε)∈ Lnp[a,b], (4.56)

where

Ai(t),Bi(t), g(t),Ri(z,·, ε)∈ Lnp[a,b], Ri(z, t, ε)= o
(
z2). (4.57)

5. Applications

Example 5.1. Consider the linear boundary value problem for the delay differ-
ential equation

ż(t)= ε
k∑
i=1

Bi(t)z
(
hi(t)

)
+ g(t), t ∈ [0,T],

z(s)= ψ(s), if s < 0, z(0)= z(T),

(5.1)

where Bi(t) are n× n matrices, Bi(t), g(t) ∈ Lnp[0,T], and ψ : R1 \ [a,b] → Rn,

hi(t) are measurable functions. Using the symbols Shi and ψhi (see (2.2), (2.3)),
we arrive at the following operator system:

ż(t)= εB(t)
(
Shz
)
(t) +ϕ(t), lz = z(0)− z(T)= 0, (5.2)
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where B(t)= (B1(t), . . . ,Bk(t)) is an n×N matrix (N = nk), and

ϕ(t)= g(t) +
k∑
i=1

Bi(t)ψhi(t)∈ Lnp[0,T]. (5.3)

It is easily verified that

X(t)= E, ż(t)= 0, lX(·)=Q = 0, PQ = PQ∗ = E, (r = n, d =m= n),

K(t,τ)=


E, 0≤ τ ≤ t ≤ T,
0, τ > t,

lK(·,τ)= K(0,τ)−K(T,τ)=−E,
H(τ)= PQ∗ lK(·,τ)=−E.

(5.4)

According to the representation (2.9), we have the following expressions:

(
ShiE

)
(t)= χhi(t,0)E = E




1, if 0≤ hi(t)≤ T,
0, if hi(t) < 0,

B0 =−
∫ T

0
H(τ)B(τ)

(
ShE

)
(τ)dτ =−

∫ T
0

k∑
i=1

Bi(τ)
(
ShiE

)
(τ)dτ

=−
k∑
i=1

∫ T
0
Bi(τ)χhi(τ,0)dτ,

(5.5)

where B0 is an n×n matrix.
If detB0 �= 0, then problem (5.1) has the unique solution z(t, ε) with the prop-

erties

z(·, ε)∈Dn
p[0,T], ż(·, ε)∈ Lnp[0,T], z(t,·)∈ C(0, ε∗], (5.6)

for arbitrary g(t)∈ Lnp[0,T], ψ : R1 \ [a,b]→Rn, and for measurable delays hi(t).
If, for example, hi(t)= t−∆i, where 0 < ∆i = const < T , i= 1, . . . ,k, then

χhi(t,0)=



1, if 0≤ hi(t)= t−∆i ≤ T,
0, if hi(t)= t−∆i < 0,

=



1, if ∆i ≤ t ≤ T +∆i,

0, if t < ∆i.

(5.7)
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For this reason the n×n matrix B0 can be rewritten in the form

B0 =−
∫ T

0
H(τ)

k∑
i=1

Bi(τ)χhi(τ,0)dτ

=−
k∑
i=1

∫ T
0
Bi(τ)χhi(τ,0)dτ

=−
k∑
i=1

∫ T
∆i
Bi(τ)dτ,

(5.8)

while the solvability condition of the boundary value problem (5.1) has the form

det
[
B0 =−

k∑
i=1

∫ T
∆i
Bi(τ)dτ

]
�= 0. (5.9)

In the case where there is no delay effect (∆i = 0, i= 1, . . . ,k), the last solvabil-
ity condition coincides with such one of [2, 6].

Example 5.2. Consider the linear boundary value problem for the delay differ-
ential equation

ż(t)= ε
k∑
i=1

Bi(t)z
(
hi(t)

)
+ g(t), t ∈ [0,T],

z(s)= ψ(s), if s < 0,

lz :=

1, 0 · · · 0︸ ︷︷ ︸

(n−1)time


z(0)−


1, 0 · · · 0︸ ︷︷ ︸

(n−1)time


z(T)= α∈R (m= 1).

(5.10)

Using the symbols Shi and ψhi , we arrive at the following boundary value prob-
lem for operator system:

ż(t)= εB(t)
(
Shz
)
(t) +ϕ(t),

lz :=

1, 0 · · · 0︸ ︷︷ ︸

(n−1)time


z(0)−


1, 0 · · · 0︸ ︷︷ ︸

(n−1)time


z(T)= α∈R (m= 1),

(5.11)

where B(t)= (B1(t), . . . ,Bk(t)) is an n×N matrix (N = nk), and

ϕ(t)= g(t) +
k∑
i=1

Bi(t)ψhi(t)∈ Lnp[0,T]. (5.12)
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It is easy to see that

X(t)= E, ż(t)= 0, lX(·)=Q =

0 · · · 0︸ ︷︷ ︸

n time


 , PQ = E, PQ∗ = 1,

(
rankQ = n1 = 0, r = n, d =m−n1 = 1

)
,

K(t,τ)=


E, 0≤ τ ≤ t ≤ T,
0, τ > t,

lK(·,τ)=

1, 0 · · · 0︸ ︷︷ ︸

(n−1)time


K(0,τ)−


1, 0 · · · 0︸ ︷︷ ︸

(n−1)time


K(T,τ)=−


1, 0 · · · 0︸ ︷︷ ︸

(n−1)time


 ,

H(τ)= PQ∗ lK(·,τ)=−

1, 0 · · · 0︸ ︷︷ ︸

(n−1)time


 .

(5.13)

According to the representation (2.9), we have the following expression:

(
ShiE

)
(t)= χhi(t,0)E = E




1, if 0≤ hi(t)≤ T,
0, if hi(t) < 0.

(5.14)

In order to obtain the solvability conditions for problem (5.10), it suffices to
consider only the first row of the matrices

Bi(t)=


b(i)

11 (t) b(i)
12 (t) ∗ ∗ ∗ b(i)

1n(t)
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗


 , (i= 1, . . . ,k). (5.15)

Indeed, the 1×n matrix has the form

B0 =−
∫ T

0
H(τ)B(τ)

(
ShE

)
(τ)dτ

=−
∫ T

0
H(τ)

k∑
i=1

Bi(τ)
(
ShiE

)
(τ)dτ

=−
∫ T

0
H(τ)

k∑
i=1

Bi(τ)χhi(τ,0)dτ

=−

 k∑
i=1

∫ T
0
b(i)

11 (τ)χhi(τ,0)dτ,
k∑
i=1

∫ T
0
b(i)

12 (τ)χhi(τ,0)dτ, . . . ,

k∑
i=1

∫ T
0
b(i)

1n(τ)χhi(τ,0)dτ


 .

(5.16)
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If one of the inequalities

k∑
i=1

∫ T
0
b(i)

1 j (τ)χhi(τ,0)dτ �= 0 ( j = 1, . . . ,n) (5.17)

is true, then rankB0 = d = 1, and for arbitrary ϕ(t) ∈ Lnp[a,b], α ∈ R, and for
measurable delays hi(t) the boundary value problem (5.10) has a ρ-parametric
set (where ρ = n− 1) of solutions z(t, cρ,ε) with the properties

z
(·, cρ, ε)∈Dn

p[0,T], ż
(·, cρ, ε)∈ Lnp[0,T], z

(
t, cρ,·

)∈ C(0, ε∗],
(5.18)

in the form of the series (4.45), where ε∗ is as in Lemma 4.2.
If, for example, hi(t)= t−∆i, where 0 < ∆i = const < T , i= 1, . . . ,k, then

χhi(t,0)=



1, if ∆i ≤ t ≤ T +∆i,

0, if t < ∆i.
(5.19)

For this reason the (1× n)-dimensional matrix B0 can be rewritten in the
form

B0 =−
∫ T

0
H(τ)

k∑
i=1

Bi(τ)χhi(τ,0)dτ

=−
[ k∑
i=1

∫ T
∆i
b(i)

11 (τ)dτ,
k∑
i=1

∫ T
∆i
b(i)

12 (τ)dτ, . . . ,
k∑
i=1

∫ T
∆i
b(i)

1n(τ)dτ
]
,

(5.20)

and one of the solvability conditions of problem (5.10) is of the form

k∑
i=1

∫ T
∆i
b(i)

1 j (τ)dτ �= 0 ( j = 1, . . . ,n). (5.21)
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Intermodal transport refers to the movement of goods in
a single loading unit which uses successive various modes
of transport (road, rail, water) without handling the goods
during mode transfers. Intermodal transport has become
an important policy issue, mainly because it is considered
to be one of the means to lower the congestion caused by
single-mode road transport and to be more environmentally
friendly than the single-mode road transport. Both consider-
ations have been followed by an increase in attention toward
intermodal freight transportation research.

Various intermodal freight transport decision problems
are in demand of mathematical models of supporting them.
As the intermodal transport system is more complex than a
single-mode system, this fact offers interesting and challeng-
ing opportunities to modelers in applied mathematics. This
special issue aims to fill in some gaps in the research agenda
of decision-making in intermodal transport.
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or of the evaluation type to gain an insight in intermodal
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decision-makers belong to the various players in the inter-
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time horizon as in terms of operators are:
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• Allocation of shippers/receivers to a terminal
• Pricing strategies
• Capacity levels of equipment and labour
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forth
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• Loading orders
• Selection of routing and service
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