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ABSTRACT. We discuss two new concepts of convergence in LP-spaces, the so-
called weak Y-convergence and strong Y-convergence, which are intermediate
between classical weak convergence and strong convergence. We also introduce
the concept of ¥-convergence for Radon measures. Our basic tool is the classi-
cal Gelfand representation theory. Apart from being a natural generalization of
well-known two-scale convergence theory, the present study lays the foundation
of the mathematical framework that is needed to undertake a systematic study
of deterministic homogenization problems beyond the usual periodic setting.
A few homogenization problems are worked out by way of illustration.

1. INTRODUCTION

To systematically pass to the limit in a product of two weakly convergent se-
quences one classically requires that (at least) one of the two sequences converges
strongly. More precisely, let €2 be an open set in the N-dimensional numerical
space RY (N > 1), let (u.).., be a sequence in L? (Q) (€2 provided with Lebesgue
measure) and let (v.)_., be a sequence in L (Q2), where 1 < p < oo and z% = 1—%.

It is a classical fact that if u. — w in L? (Q) (strong) and v. — v in L” (Q)-weak
as € — 0, then u.v. — ugvg in L' (Q)-weak.

However, in a great number of situations arising in mathematical analysis it
is often crucial to investigate the limiting behaviors of products of the preceding
form in spite of the fact that none of the two sequences is allowed to strongly
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converge. For example in homogenization theory [36, 14, 37, 3, 35, 38, 2, 21] it is
frequent to have to compute limits such as
x
I (#.2)d 1.1
i | ue (@) 9 (2, 7 ) da, (1.1)

where u. — u in LP (Q)-weak as ¢ — 0, and ¢ € L¥ (€;Cpe, (Y)) with Y =

(—%, %)N, Cper (Y') being the space of those continuous complex functions f on
RN that are Y-periodic, i.e., that satisfy f(y+k) = f(y) for y € RY and
k € ZV (Z denotes the integers), Cpe, (Y) provided with the supremum norm. It

is of interest to recall here that
WV — ¢ in LY (Q)-weak as € — 0, (1.2)

Where¢5($):¢(,§) and ¥ (z = [, ¥ (z,y)dy for x € Q (see, e.g., [20]).
Furthermore, unless v is constant with respect to the periodicity variable y =
(y1, ..., yn) (this is a quite trivial occurrence), it is hopeless to try to get strong
convergence in (1.2) (see, e.g., [3]). Thus, it is beyond the classical resources of
mathematical analysis to compute the limit in (1.1).

It was precisely to overcome such difficulties that the first author introduced in
1989 basic ideas on two-scale convergence (see [27]). Shortly after, the direction
pointed out by further pioneering papers (see [28, 1]) on two-scale convergence
initiated a great activity that increased in interest over the years. See, e.g., [23]
and the references therein.

Without going to deeply into details, let us recall the main ideas underlying
two-scale convergence theory. To begin, for the benefit of the reader it should be
reminded that a sequence (u.).., in L” (2) (1 < p < 00) is said to weakly two-
scale converge in LP () to some ug € LP (Q; L7, (Y)) (L2, (Y) stands for the

per per
space of Y-periodic complex functions in L (Rév )) ifase — 0,

Ju@e@dr— [ [ oo

for all ¢ € L' (Cper (Y)). A sequence (v.)_., in L7(Q) (1 < ¢ < 00) is said to
strongly two-scale converge in L7 (€2) to some vy € LY (Q Li, (Y))ifforally > 0
and f € L7 (2% Cper (Y')) satistying [|vo — f| ooy < 3. one can find some a > 0
such that [|v: — f°[| ;) < 1 provided 0 <e < a.

If (uc).. and (v.).., are as above (with the respective assigned two-scale con-
vergence properties), it can be shown that When e — 0, the sequence (uc)..,
weakly converges to @y in L? (Q) (with g (z) = [, uo (= y) dy, x € Q) whereas
(Ve).so Weakly converges to vy (defined as uo) in L7(Q2) and further, there is no
reason for our assuming that one of those two sequences is strongly convergent.
Nevertheless, letting % = % + é and assuming that » > 1, it can be shown that
when ¢ — 0, the sequence (u.v.)_., weakly converges in L" (€2) to the function

JJ) = fy Uo (x7y) Vo (x7y) dy (ZC € Q)

As might be expected, strong two-scale convergence implies weak two-scale
convergence. The function ug (resp. vg) above is unique and is referred to as
the weak (resp. strong) two-scale limit of the sequence (u.) (resp. (v.)). One
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of the major results in two-scale convergence theory is the so-called two-scale
compactness theorem ([27], [23, Theorem 7], [26, Theorem 1]): from any bounded
sequence (e, ),y in LP (2) (1 < p < 00), where 0 < &, — 0 as n — o0, one can
extract a subsequence that weakly two-scale converges in LP (2). The two-scale
compactness theorem is the corner stone of a by now well-known homogenization
approach, the so-called two-scale convergence method (see, e.g., [11, 12, 13, 25,

, 23]).

In fact, weak two-scale convergence is intended to supply the deficiency of usual
weak convergence (observe that the former implies the latter) whereas strong
two-scale convergence is fitted to temper the stiffness of usual strong convergence
(indeed, the latter implies the former). For further results concerning two-scale
convergence we refer to [9, 10, 23] and the references therein.

The present study is intended to generalize the two-scale convergence theory
to nonperiodic settings, so true is it that two-scale convergence is strictly relevant
to periodic structures. It goes without saying that such an undertaking requires
appropriate materials, the usual material for two-scale convergence theory being
obsolete in the forthcoming general framework. In this connection a fundamental
role will be played by so-called homogenization algebras. One of our main tools
will be the classical Gelfand representation theory (see, e.g., [22, 15]). Most of
the main results proved here are stated (without proofs) in some articles by the
first author with reference to an unpublished paper [29] as regards the proofs.
Algebras with mean values was first introduced in [11] but a complete theory
adapted for e.g. homogenization theory in the present form was first introduced
in [29].

The rest of the paper is organized as follows. Section 2 deals with homogeniza-
tion algebras introduced earlier in [30]. Several concrete examples of homogeniza-
tion algebras are considered. The special case of almost periodic homogenization
algebras is discussed. In Section 3 we discuss weak X-convergence and strong
Y-convergence in LP. It is of great interest to stress here that all the main re-
sults achieved in two-scale convergence theory carry over mutatis mutandis to
Y-convergence theory. Thus, it is no wonder that the Y-convergence method is a
mere adaptation of the two-scale convergence method. In Section 4 we introduce
the concept of ¥-convergence of measures. Finally, in Section 5 we show how
Y-convergence theory is applied to study homogenization problems beyond the
usual periodic setting.

Except where otherwise stated, vector spaces are considered over C (the com-
plex numbers) and scalar functions are assumed to take complex values. We will
mostly follow the standard notation. For example if X and F' denote a locally
compact space and a Banach space, respectively, we write C (X; F') for the space
of continuous mappings of X into F, B (X; F') for the space of bounded contin-
uous functions of X into F', and K (X; F') for the space of compactly supported
continuous functions of X into F'. The norm in B (X; F') will be the supremum
norm ||ul|,, = sup,cx ||u(x)||, where ||.|| stands for the norm in F. K (X;F)
is provided with the usual inductive limit topology. For shortness we will write

C(X) for C(X;C), B(X) for B(X;C) and K (X) for £(X;C). Likewise we
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will put L? (X) for L? (X;C), and L7 .
[4, 5, 18] for integration theory.

(X) for L?

loc

(X;C). We generally refer to

2. HOMOGENIZATION ALGEBRAS

2.1. Preliminaries. Let N be a positive integer. For any real € > 0, we set
H. (z) = (:Tli—]i) o= (21, ..., xy) € RY, (2.1)
where (o), ,<y is a given family of positive integers. This gives a family H =
(H.).sq of mappings of RY into RY with the following properties:
(H); lim._q |H. (x)| = 400 for any x € RY with z # w, where |.| and w denote
the Euclidean norm and the origin in R¥, respectively.

(H)o lim,_g ‘H; (x)‘ =0 for all z € RY.
For u € Lj,, (R)) (R} denotes the space RY of variables y = (y1, ..., yn)), we

loc

will put for simplicity
u (x) = u(H: ()) (z e RY).

Now, the family H = (H.).., generates a mean value on RY as follows. Let
I1°° = II*® (]Rfj ;H) be the space of those functions u € B (]Rév ) for which a
complex number ¥ exists such that v* — @ in L> (RY)-weak % as ¢ — 0. This
yields a linear operator M from B (R?]JV ) to C whose domain is D (M) = II* and
whose value at u € D (M) is M (u) = u (the above limit).

It is not hard to check that I1*° is a closed vector subspace of B (]RN ) containing
the constants. Furthermore, the following properties are trivial: M (u) > 0 for
w € 11 with u > 0, M (1) = 1. Finally, II*° is translation invariant, i.e., we have
Tau € 11 whenever u € II™ and a € R} (where 7,u (y) = u (y — a) for y € RY),
and further M (r,u) = M (u). This follows immediately by a simple adaptation
of the proof of [31, Theorem 4.1]. Thus, M is a mean value on R (see Definition
2.1 of [31]). Specifically, M is the mean value on R for H.

2.2. Definition and basic properties of a homogenization algebra. Let
the basic notation be as above.

Definition 2.1. We term a homogenization algebra (or an H-algebra) on RY (for
H), any closed subalgebra A of B (Rév ) with the following properties:

(HA); A with the supremum norm is separable.

(HA)2 A contains the constants.

(HA)3 If u € A, then @ € A (u the complex conjugate of ).

(HA); AC D (M) =1I.

In the sequel the H-algebra A is assumed to be equipped with the supremum
norm. Thus, A is a commutative C*-algebra with identity. We denote the spec-
trum of A by A (A) (the set of all nonzero multiplicative linear forms on A), the
latter being endowed with the Gelfand topology, i.e., the relative weak * topology
on A’ (topological dual of A). As is classical (see, e.g., [22, p.71], [15, p.304]),
A (A) is a compact space. The Gelfand transformation on A will be denoted by
G. For the benefit of the reader we recall that G is defined to be the mapping of
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A into C (A (A)) such that G (u) (s) = (s,u) for s € A(A) and u € A, where the
brackets stand for the duality pairing between A’ and A. One classical result on
which we will greatly lean is the so-called commutative Gelfand—Naimark theo-
rem [22, p.277], which says that G is an isometric isomorphism of the C*-algebra
A onto the C*-algebra C (A (A)). It results from this that the space C (A (A))
is separable, thanks to (HA);. We deduce using a classical result (see, e.g., [0,
TGX. 24]) that the compact space A (A) is metrizable.

Except where otherwise stated, A (A) is provided with the so-called M-measure
for A, denoted below by 3. It is worth reminding that 3 is the positive Radon
measure on A (A), of total mass 1, such that

M (u) = G (u) (s)dp (s) (ueA).
AA)
We refer to [30] for more detail about f.
The next proposition includes a few other useful properties of H-algebras.

Proposition 2.2. Let p € R, p > O For u € A, we have |u|’ € A with
G ([uf’) = 1G ()" and M (Ju]”) = [, (s)["dB (s).

Proof. For p and u as stated, it is clear that ]g (u)[” lies in C (A (A)). Therefore,
we may consider v € A such that G (v) = |G (u)|’. For y € RY it follows
v(y) =G (v) (&) = |G (u) (0,)]" = |u(y)|’, where §, denotes the Dirac measure
on RY at y. Hence the proposition follows readily. 0

We turn now our attention to a concept of degeneracy.

Definition 2.3. The H-algebra A is said to be nondegenerate if the only function
u € A verifying u > 0 and M (u) = 0 is the zero function in B (R"). Otherwise
A is termed degenerate.

Proposition 2.4. The following two assertions are equivalent.
(i) A is nondegenerate.

(ii) SuppB = A (A).

Proof. Suppose (i) holds. We claim that (ii) is true. Otherwise let r be some
point in A (A) lying off SuppB (the support of ). By Urysohn’s lemma we
may consider some go € C(A (A)) such that ¢ > 0, ¢ (r) = 1 and ¢ = 0 on
Suppf. Clearly (¢ fA ) ¢ (s)dB3(s) = 0. Therefore, letting u = G~ (),
it follows M (u) = 0 Since v > 0 (indeed, it is a classical fact that G and G~*
are order preserving), we see by (i) that w = 0. Hence ¢ (s) = G(u)(s) =0
for any s € A(A), a contradiction and so (ii) is true. Reciprocally, assume (ii)
and let w € A with u > 0 and M (u) = 0. Then ¢ = G (u) > 0 and F(¢) =

Consequently ¢ = 0 on Suppf (see, e.g., [1, p. 69]); hence ¢ (s) = 0 for all
s € A(A), according to (ii). Therefore u = 0 and so (i) follows. O

2.3. Almost periodic H-algebras. Our purpose is to present typical examples
of H-algebras. First of all, we recall that by an almost periodic continuous func-
tion on R is meant any u € B (RY) whose translates {7,u : a € RV} (recall that
Tau(y) = u(y —a) for y € RY) form a relatively compact set in B (RY). The
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space of such functions is commonly denoted by AP (RN ), and is a Banach space
under the supremum norm. Specifically, AP (]RN ) with the supremum norm and
the usual algebra operations in B (RN ) is a commutative C*-algebra with identity.
On the other hand, given u € AP (RN ), it can be shown that the closed con-
vex hull of {Tau ca € RN } in B (RN ) contains one and only one constant m (u)
called the mean of u (see [20, p.94] and [31]). This yields a mapping u — m (u) of
AP (RN ) into C, which is linear, positive, translation invariant, and which attains
the value 1 on the constant function 1. Therefore, this determines a mean value
m on RN with D (m) = AP (RY), called the mean value (on RY) for AP (RY).
Interesting enough, M (the mean value on RY for H) is an extension of m, as
shown below.

Proposition 2.5. We have AP (RY) C II* and m (u) = M (u) for all u €
AP (RM).

Proof. To begin, let ' be the algebra of all functions u : RN — C of the form
u(y) = cexpirky)  (y€RY),
k

where k ranges over a finite subset of RY (depending on u), and the dot denotes
the usual Euclidean inner product in RY. Each such u is called a trigonometric
polynomial on RY. We have I' C AP (RY) and further I is dense in AP (R")
(see, e.g., [20, chap.5], [22, chap.10]). Thus, the proposition is proved if we
can check that for each v € I', we have uv* — m (u) in L™ (RY)-weak * as
e — 0. Clearly it is enough to verify this for u = v, (k € RY), where 7, (y) =
exp (2imk-y) for y € RY. In other words, the whole problem reduces to showing
that, given any arbitrary f € L! (Riv ) (f independent of ), we have as e — 0,

[isde—mon) [ sas

for all & € RY. This is trivial if & = w (the origin in RY), because m (1) = 1.
So assume that k # w. Recalling that m (7;) = 0 in this case, we see that the
proposition is proved once we have verified that lim._o F f (—H. (k)) = 0, where
F [ stands for the Fourier transform of f. But this follows immediately by the
Riemann—-Lebesgue lemma. 0

Thus, AP (]RN ) is a closed subalgebra of B (]RN ) verifying properties (HA)»-
(HA),. Unfortunately AP (RY) fails to carry out (HA); and hence we are led to
restrict ourselves to some specific subalgebras.

Let R be a countable subgroup of the additive group Rév . We define

APr (RY) = {ue AP (RY) : Sp(u) C R}
with Sp (u) = {k € RN : M (3,) # 0} (spectrum of u). Note that the spectrum
of any function in AP (]RN ) is a countable set, and so the definition of APx (]RN )
makes sense. Now, let I'z be the set of all functions of the form ), ¢,y with

cr € Cand v (y) = exp (2imk-y) (y € RN), where k ranges over an arbitrary
finite subset of R. The set 'z is a subalgebra of AP (RN ), and APr (RN )
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coincides with the closure of 'z in B (]RN) (see, e.g., [20, p.93, Proposition 5.4]).
Hence, recalling Proposition 2.5, it becomes an elementary exercise to verify that
APr (RN ) is a homogenization algebra on RV (for H). We will refer to AP (]RN )
as the almost periodic H-algebra attached to R.

Before going any further, let us recall a classical notion we wianeed. If Gis
a locally compact Abelian group, we denote its dual by G, i.e., G is the group
of all continuous homomorphisms of G into the unit circle U = {{ € C : [¢| = 1}.
With the topology of compact convergence on G, Gisa locally compact Abehan
group. Points in G are the so-called continuous characters of G. If v E G and
y € G, it is customary to denote v (y) by (v,y) or (y,~).

Having made this point, let us keep in mind that the countable subgroup R
of R¥ introduced above is naturally provided with the discrete topology. Con-
sequently, its dual group R is compact (see, e.g., [22, p.122]). We will also need

the (group) homomorphism ¢ : RY — R defined at each y € RY by
(p(y), k) = (y) = exp 2imky)  (KER).

The function ¢ maps continuously R into R and, on the other hand, ¢ (]RN )
is dense in R (this is a classical result; use, e.g., [16, p.98, (22.11.5)] if need be).

Finally, the canonical isomorphism of R onto R (dual group of ﬁ) will be denoted

by 1. It is good to recall that 1 is given by (¢ (k),7) = (7, k) for k € R, v € R.
We are now in a position to prove the following result.

Proposition 2.6. Let A = APy (]RN). Then, the compact space A (A) can be
provided with a group operation under which it is an Abelian group and further
the Haar measure on A (A) is precisely the M-measure 3.

Proof. For each function of the form u = >, cxy (¢ € C), where k ranges over
a finite subset of R depending solely on u, let T'(u) = >, ¢4t (k). This defines

a linear mapping T : I'r — C(R) such that ||T (W)l = llu|l, and

T (e(y)=uly) (yeRY) (2.2)

for all u € I'r. Thanks to the fact that I'z is dense in A, we see that we can
extend T by continuity to a continuous linear mapping, still denoted by T, of
A into C(ﬁ) Moreover, the latter is an isometric homomorphism of the C*-
algebra A into the C*—algel;’)\ra C(ﬁ), and (2.2) holds for all u € A. By using

the classical property that R is total in C (7/@), it can be shown without difficulty
that T' is surjective and therefore an isometric isomorphism of the C*-algebra A
onto the C*-algebra C(R). This being so, let L be the mapping of C (A (A)) into
C(R) defined by L (f) = T (G (f)) for f € C(A(A)), where G is the Gelfand
transformation on A. This mapping is clearly an isometric isomorphism of the
C*-algebra C (A (A)) onto the C*-algebra C(’I@) Consequently, according to [22,
p.90, Theorem 4.1.4], there exists a homeomorphism A of R onto A (A) such that
L(f)(t) = f(h(t) (t € R) for any f € C(A(A)). Now, for s, s2, s € A(A),
put s1+ sy = h (t1ts) and —s = h (t7) (observe that R is a multiplicative group),
where t; = h™1 (s;) (1 =1,2) and t = h™!(s). This defines a binary relation +
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under which A (A) is an Abelian topological group (with the Gelfand topology)
and h is a group homomorphism of R onto A (A). It remains to verify that
the Haar measure on A (A) coincides with 3 (the M-measure for A). Clearly it
amounts to verifying that (3 is translation invariant. For this purpose, introduce
the mapping j : RN — A (A) defined by j (y) = 6, (Dirac measure at y € RY).
We need to show that j is a group homomorphism. It suffices to check that
j = h o (usual composition). Fix freely y € RY. Letting & = G (u), we have
u(h(p)) = L@ey) =TW(pW) = uly) = @(jy) for any u € A
Hence j (y) = h (¢ (y)) and so j is a group homomorphism, as claimed. With this
in mind, let v € A and a € RY. Then, clearly (7jG (u)) (j (v)) = G (raw) (j (v))
for all y € RY. By the density of j (RY) in A (A) (this is a classical result), it
follows G (T,u) = Tj()G (u) for all @ € RY and all u € A. Therefore, using the
fact that M is translation invariant, we deduce (7, f) = 8 (f) for all s € j (R")
where f is freely fixed in C (A (A)). Hence, the translation invariance of g (i.e.,
B(rsf) = B(f) for f € C(A(A)), s € A(A)) follows from the facts that j (RY)
is dense in A (A) and the mapping s — [ (75 f) sends continuously A (A) into C.
This completes the proof. O]

As a direct consequence of the above proposition, there is the following corol-
lary.

Corollary 2.7. The H-algebra A = APR (]RN) is nondegenerate (see Definition

Proof. Considering that the support of a Haar measure on a locally compact
group is just the said group (this is a classical result), we see that the corollary
follows immediately by Proposition 2.6 and use of Proposition 2.4. Il

Remark 2.8. In the course of the proof of Proposition 2.6 we have found that
A (A) =R (up to a topological group isomorphism), where A = APy (RN )

The basic case of periodic H-algebras. Let A = Cp. (Y) (see Section

1) with YV = (—%, %)N It is an easy exercise to check that A is an H-algebra.
We have here M (u) = [, u(y)dy for u € A. Now, we observe that this H-
algebra is only a particular almost periodic H-algebra. More precisely, we have
Cper (Y) = APr_zn (RN ), as is easily verified. Hence, according to Remark
2.8, A(A) = TV (the N-torus) with A = Cpe, (Y), of course; indeed R = TV =
(R/Z)N for R =ZN (see, e.g., [20]). Let us stress that the above equality between
A (A) and TV actually proceeds from an identification by means of a (topological)
group isomorphism. In this connection, let m be the isometric isomorphism of
Cper (Y) onto C (TV) such that 7 (u) (p(y)) = u(y) (y € RY) for u € Cper (Y),
where p denotes the canonical homomorphism of RY onto TV. Then, for any
u € A=Cp (Y), we have

/ wdy = [ Gu)(s)dB(s) - / 7 (w) (2) dz,
Y A(A)

TN

where dz denotes Haar measure on the compact group T*.
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Remark 2.9. More generally, let {b,...,bn} be a (non-necessarily orthogonal)
basis of RV (viewed as an N-dimensional vector space over R). Let S be the set

of all k € RN of the form k = S_~  t:b; (t; € Z), and let

N 1 1
Y = RN: = ibi;__<i<_ .
{ye Yy Zr 2_7"_2}

i=1
A continuous complex function u on R¥ is said to be Y-periodic if u (y + k) =
u(y) for all y € RY and all k € S. We define Py (R") to be the space of all such
functions. Thereisno serious difficulty in showing that Py (RY) = APr_g- (R")
where $* = {l € RN : [k € Z for all k € S} (the dot denotes the usual Euclidean
inner product in RY). Thus, Py (RY) is an H-algebra on RY (for H). It can
be shown that the above development regarding C,.. (Y') carries over mutatis
mutandis to the present general setting.

2.4. Further examples of homogenization algebras. The space A in each
of the following examples has proved to be an H-algebra on RY for H (see, e.g.,

[30])-

Example 2.10. Put A = B (R;)’ ), where B (Riv ) denotes the space of those
continuous complex functions on Ré\] that converge (to a finite number) at infinity.
We have here M (u) = limjy oo u(y) for v € A, and it is evident that A is a
degenerate H-algebra.

Example 2.11. Let A = B per (Y) be the closure in B (]Rév) of the space of

functions of the form u = >  @;u; with a summation of finitely many terms,
where ¢; € By (Ré\’), U; € Cper (V) with Y = (=12, %)N This is an H-algebra.

Example 2.12. More generally, let R be a countable subgroup of the additive
group RY. Define B, » (RN ) to be the closure in B (Rév ) of the space of functions
U= pinite Pilli With ¢; € Bu (RY), u; € APg (RY). The space A = By (RY)
is an H-algebra.

Remark 2.13. The H-algebras of examples 2.11 and 2.12 are degenerate.

Example 2.14. Let A; be an H-algebra on RY7! and let By (R; A1) be the
space of all continuous functions u : R — A; such that lim,_ [|u (1) —¢||,, =0,
where ¢ € A; (¢ depending on u). The space A = By (R; A;) is an H-algebra on
RV,

2.5. The spaces X% (]R;}V ) (1 <p < o0). The present and next subsections are
concerned with function spaces of great interest in deterministic homogenization
theory.

For each real p > 1, we first of all introduce the space =P (Rév ) of those functions
w e Ly (RY) for which the sequence (u)y .-, (u® defined in subsection 2.1) is

loc
bounded in Lj, (RY). This is clearly a vector subspace of Lj, (RY). Let

loc

= s ([ i @Pac) (e (®),

0<e<1
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where By denotes the open unit ball of RY. This defines a norm on =¥ (RYY),
which makes the latter a Banach space (the verification is a routine exercise left
to the reader).

Now, let A be an H-algebra on RY (for H). For each real p > 1, we define
x4 (Rff ) (or simply X%, or even XP when there is no danger of confusion) as
being the closure of A in =P (Rév ) Provided with the ZP-norm, X%, is a Banach
space.

Let us turn to the proofs of some fundamental results that were pointed out
earlier in [30].

Proposition 2.15. The mean value M on RY for H (see subsection 2.1) viewed
as defined on A, extends by continuity to a (unique) continuous linear form on
X" still denoted M. Furthermore, given u € X and a fized bounded open set S

in RY, we have u® — M (u) in LP ()-weak as € — 0, where u¢ is considered as

defined on €.
Proof. For ¢ € A, we have

¥ (He (2)) d

By

1
<[Byl” ¥l (0<e<1),

where |By| stands for the measure of By (with respect to Lebesgue measure on

RY). As e — 0, it follows |M (¢)| < |BN|_% |9||=p, from which we deduce the
first part of the proposition by extension by continuity. Now, let u and € be
as stated above. If u € A, then it is evident that u® — M (u) in LP (Q)-weak as
e — 0. So, in what follows we assume that v is an arbitrarily given function in
Xh. Let p € LY (Q) (1% =1- %), ¢ assumed to be a nonzero function. Fix freely

n > 0. Thanks to the density of A in X, we may consider some 1) € A such that
(/hﬁ—wﬁm)pg——l—— 0<e<1)
0 3llell v o)

M(u—w)/gsodx

On the other hand, as pointed out above, there is some real 0 < r < 1 such that

/Q Viodr — M () /Q pd

for all 0 < ¢ < r. Hence, by writing

LMW%%MmeijW—WWM+AWWw
M) [ pdo+ M=) [ g,

we see immediately that

and

< (use the first part of Proposition 2.15).

w3

<
-3

<7

/Uf(pdx - M(u)/gpc&
0 0
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for all 0 < € < r. The proposition follows thereby. O

Proposition 2.16. The Gelfand transformation G : A — C (A (A)) extends by
continuity to a (unique) continuous linear mapping of X% into LP (A (A)) still
denoted by G.

Proof. Let u € A. Then,
/ u(He (@) de < lull  (0<e<1).
By

Letting € — 0, it follows M (\u|p)% < |BN]7% |u|| =, hence
1
1G (Wl 1o(acayy < [Bn| 7 ||ullzp, according to Proposition 2.2. The proposition
follows by extension by continuity, A being dense in X%. O

Remark 2.17. The mapping G : X — L? (A (A)) derived from Proposition 2.16
is referred to as the canonical mapping of X, into L? (A (A)).

The preceding proposition has three important corollaries.

Corollary 2.18. We have M (u) = [, 4, G (v) df for u € X}, where M and G
denote the extension mappings constructed in Propositions 2.15-2.16, respectively.

Proof. This is straightforward by the said propositions and use of the definition
of the measure (3 (see subsection 2.2). O

Corollary 2.19. Let 1 < p, ¢ < +o0 with % +$ = % <1. IfueXt=2X%" and
v e X, thenuv € X" and G (uv) = G (u) G (v).

Proof. This follows readily by Proposition 2.16 and use of Holder’s inequality. [

Corollary 2.20. The following assertions are true for 1 < p < oo :

(1) If u e X7, thenw € X7 and G (u) = G (u).

(ii) If u € X7, then |ul’ € X and G ([ul") = |G (u)]".

(111) If v € A and u € XP, then Yu € XP and G (¥) G (u) = G (Yu).

(iv) If u € X' and further u is real valued, then G (u) is real valued. If moreover
u >0 a.e. (almost everywhere), then G (u) > 0 a.e.

(v) If u e X' N L™, then G (u) € L= (A (A)) and

14 (U)HLOO(A(A)) < [lull o -

Proof. (i) follows by Proposition 2.16 and use of the equality G (u) = G (u) for
u € A. We turn now to the proof of (ii). Let u € XP. Choose some sequence
(un) in A such that u, — u in Z¥ (R") as n — oco. By taking a = u, (y) and
b= u(y) (where the integer n > 0 and the point y € RY are arbitrarily fixed) in
the simple inequality

lal” — 1"l < pla— bl (Ja| + o))" (a,b€C)
and then using an obvious Holder’s inequality, we get

lunl” = ulllzr < ¢llun — ullz,
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with ¢ = psup,,-o [|[tm| — |ul|[% " < oco. We deduce that |u,|’ — |ul’ in Z' as

n — oo, hence |u|” € X!, since |u,|’ € A (Proposition 2.2). On the other hand,
according to Proposition 2.16, we have in the L' (A (A))-norm,

G (Junl") = G (lul") and |G (un)[" — |G (u)[” as n — oo.

Therefore the rest of (ii) follows by Proposition 2.2, once again. Assertion (iii)
being straightforward, let us next verify (iv). For this purpose, fix freely u € X'
Suppose u is real valued. Then, by (i) we have G (u) = G (u) and so G (u) is real
valued too. Suppose further that u > 0 a.e. Let 1) € A with ¢ > 0. Then ¢u € X*
with Yu > 0 a.e., hence M (ypu) > 0 (use Proposition 2.15). Consequently

G ()G (u)db =0,

A(4)
as is straightforward by (iii) and use of Corollary 2.18. Thus, fA(A) ©G (u)dB >0
for all ¢ € C(A(A)) with ¢ > 0. This shows that G (u) > 0 a.e. (see, e.g., [5,
p.47, Corol.3]). We will finally establish (v). Let u € X'N L. Since |u| < |Jul|
a.e., we have [u| < [Ju||;~ 9] a.e. forally € A. Thus M (Jyu]) < |Ju|| ;0 M (|¢])
for all ¥» € A (see Proposition 2.15). We deduce by Corollary 2.18 and use of
parts (ii) and (iii) that

(4)G (u) 8| < [lul /A CGITE

A(4)
for all ¢ € A, or equivalently,

/ G () dB| < lull e 6l 11 acn
A(A)

for all ¢ € C (A (A)). Hence (v) follows. O

Remark 2.21. Let A = Cpe, (Y) with Y = (-3, %)N (see subsection 2.3). Then
X =Lr, (V) (1 <p< o0), where the right-hand side denotes the space of Y-

per

periodic functions in Lf . (R"). Indeed, this follows immediately by two facts: 1)

loc

the space ZF (R") is continuously embedded in L}  (RY); 2) the space L7, (Y')

per
is continuously embedded in =7 (R"), as is straightforward by [20, Lemma 1].

2.6. Sobolev spaces W™? (A (A)). Let A be an H-algebra on R (for H). Be-
fore we can define so-called Sobolev spaces on A (A), we need to introduce the
notion of a partial derivative on A (A). This will be achieved by carrying over
the usual derivatives on RY. Specifically, for any integer m > 1, let

Am:{zbECm(RéV):Dz‘weAforaeNN, la] <m}

and
1Y, = Sup | Dy, (e A,

ol : : .
where Dy = ay‘”aW' Provided with the norm |-||,,, A™ is a Banach space.
T oy
Furthermore, put

A= N A™
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We provide A% with the locally convex topology defined by the family of norms
|-|[,,, (m > 1), which makes it a Fréchet space. Finally, set
D" (A(A) ={peC(A(A): G (p) €A™} (m=1)
D(A(A) ={peC(A(A):G ' (p) € A7}.
Remark 2.22. D™ (A (A)) =G (A™) and D (A (A)) = G (A™).
We are now is a position to define partial derivatives on A (A).

Definition 2.23. By the partial derivative of index 7 (1 <i < N) on A (A) w
shall understand the unbounded linear operator 0; from C (A (A)) to C (A (A)
defined as D (9;) = D' (A(A)) (D (9;) stands for the domain of ;), O;p

<g oo g—l) o for p € D' (A (A)).

~— D

More generally, the partial derivative of index a € NV on A (A) is defined
to be the unbounded linear operator 0% from C (A (A)) to C (A (A)) such that
D (9*) = D (A(A)) and 9°¢p = (GoDS oG ') ¢ for ¢ € DIl (A(A)). We
equip D™ (A (4)) with the norm [lpl,, = Supjajn 1970l (9 € D™ (A (A))),
and D (A (A)) with the family of norms |||, (m >1). It is easily seen that
D™ (A (A)) is a Banach space and D (A (A)) is a Fréchet space. Furthermore, G
maps A™ isometrically onto D™ (A (A)) and A isomorphically onto D (A (A)).

The topological dual of D (A (A)) is denoted by D' (A (A)). We assume that
D' (A (A)) is provided with the strong dual topology. Each T' € D' (A (A)) is
called a distribution on A (A); the value of T" at some ¢ € D (A (A)) is denoted
by (T, ). The derivative of index o € NV of T' is defined to be the distribution
9°T on A (A) given by (9°T,¢) = (=1)*(T, ) for ¢ € D(A(A)). It is an
easy exercise to verify that the transformation 7' — 0%T maps continuously and
linearly D' (A (A)) into itself.

In passing we wish to draw attention to one basic result.

Proposition 2.24. For any ¢ € D™ (A (A)) (m > 1) and any multi-index o with
1 <|a| < m, we have fA(A) 0%p (s)dp (s) = 0.

Proof. Clearly it is enough to assume that m = 1. Thus, the problem reduces to
verifying that fA(A) DipdfB =0 for p € D' (A(A)) and 1 <4 < N. We will need
the equality
Mg su) =M () [ gl)dy

for u € 1™ and g € L* (RY) (see [31, Proposition 4.1]), where * denotes the
convolution on RY. So, letting 1 = G~ (), where ¢ is as above, we see that
the proposition is proved if we can check that M (g_f) =0,1<1:< N. But
this is straightforward. Indeed, let f € D (RY) = Cg° (RY) with [ f (y)dy = 1.
By the above equality, we have M <§—;p_> =M ( f = g—j). Recalling that f g—;p_ =
) * 3—5, and appealing to the above equality, once again, we get on the other hand

M (f * g—;i) =M®) [ g—idy = 0. Hence the proposition follows. O
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Throughout the rest of the study it is assumed that A> is dense in A (this
amounts to saying that D (A (A)) is dense in C(A(A))). It is worth noting
that this hypothesis is always satisfied in practice. Then, it becomes possible to
identify any given function u € L' (A (A)) with the distribution T, € D' (A (A))
defined by

(Tus ) =/ u(s)p(s)ds(s)  (p€D(A(A))).
A(A)

Hence LP (A (A)) C D' (A(A)) (1 <p < oo) with continuous embedding. Con-
sequently, given a real p > 1 and an integer m > 1, we may define

W™P(A(A)) ={ue LP (A(A)): 0% € LP (A (A)) for |a] < m},

where the partial derivatives 0%u are computed in the distribution sense on A (A),
of course. Provided with the norm

Sl

[l wmw(acay = Z ||aau||1£9(A(A)) (u e WP (A(A))),

la<m

Wm™P (A (A)) is a Banach space (in particular W™?2 (A (A)) is a Hilbert space).
However, in practice the appropriate space is not the whole W™? (A (A)) but
its closed subspace

W™ (A (A)) /C = {u e W™ (A (A)) : /A(A) udf = o}

equipped with the seminorm

3=

||U||Wm,p(A(A))/<c = Z ||8au||]zp(A(A)) (ue W™ (A(A))/C).

laf=m

Unfortunately, W™P (A (A)) /C so topologized is in general non-separated and
non-complete (see subsection 2.7).

Definition 2.25. Let W;"" (A (A)) be separated completion of W™ (A (A)) /C
and J to be the canonical mapping of W™ (A (A)) /C into W (A (A)).

We refer to, e.g., [7, chap.Il, §3, n° 7], [8, chap.l, §1, n° 4] and [18, pp.61-62],
for the basic notions involved in the above definition.

Remark 2.26. W, (A (A)) is a Banach space and further the following classical
assertions hold true.

1) J is linear

2) J(WmP(A(A))/C) is dense in W;L’p (A(A))

3) ||J(u>||W$’p(A(A)) = lullymoacaye (@€ W™ (A(A))/C)

4) If F' is a Banach space and L is a continuous linear map of W™ (A (A)) /C
into 7, then there exists a unique continuous linear mapping L’ of Wj"" (A (A))
into F' such that L = L' o J.

The preceding remark leads us immediately to the following proposition.
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Proposition 2.27. Let the distribution derivative 0* (o € NV, |a| > 1) be viewed
as a mapping of WP (A (A)) /C into LP (A(A)). Then there exists a unique
continuous linear mapping, still denoted by 0%, of W," (A (A)) into LP (A (A))
such that 0“J (v) = 0% forv e W™P (A (A)) /C. Furthermore,

»
||u||W$’p(A(A)) = Z 10wl (a a))
|a|=m
for u € Wi (A (A)),

2.7. Sobolev spaces H™ (A (A)) with A an almost periodic H-algebra.
We consider here the particular case where A is an almost periodic H-algebra
(see subsection 2.3). So we have here

A= APr (RV),

where R is a countable subgroup of RV (viewed as an additive group). In this
setting, we suppose p = 2, so that the Sobolev spaces under consideration are
H™(A(A)) = W™2 (A (A)) (integers m > 1). In this context we will be able to
point out a few interesting results by means of Fourier analysis.

To begin, we observe that A% is dense in A (indeed, I' is dense in A, as is
pointed out in subsection 2.3) and so we are justified in introducing the preceding
Sobolev spaces. Now, we recall that A (A) is here a compact Abelian group and
(3 is nothing but the Haar measure on A (A) (Proposition 2.6). The dual group
of A(A) is the discrete group

A(A) = Ak : k€ R} (with 3k = G () , 1 (y) = exp (2imky) (y € RY))

which may be identified with R (the reader is referred to subsection 2.3 and
in particular to Remark 2.8). Thus, the Fourier transform of a function u €
L' (A (A)) may be viewed as a mapping,

k= ap (u) /A JRICERoZIC]

of R into C. The complex numbers ay (u) (k € R) are the so-called Fourier
coefficients of u € L'(A(A)). According to a classical result (see, e.g., [20,

p.56]), A (A) is an orthonormal basis of the Hilbert space L? (A (A)). Therefore
we have, for any u € L? (A (A)),

u=> ar(u)A  (in the L* (A (A))-norm), (2.3)

hence
||u||i2(A(A)) = Z |ay, (U)|2-
keR
At the present time, for k = (ky,....,ky) € R and a = (ay,...,ay) € NV it is
not hard to see that
%, = (2im) ko7, (2.4)
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where k* = k" k52.. k3N . Hence
ay, (0%u) = (2im)1* k2 ay () (2.5)

for any u € H™ (A (A)). Having made these preliminaries, let us turn now to the
proof of the following proposition.

Proposition 2.28. The following assertions are true:

(1) 1l rm (a(ay) c s @ norm on H™ (A (A)) /C.

(i7) D (A (A)) is dense in H™ (A (A)).
Proof. (i) Let w € H™ (A (A)) /C with [[ul| g a(ay,c = 0- Then 0% = 0 for all
a € NV with |a| = m. Fix freely k = (ki, ..., ky) € R with k # w (w the origin
in RY). Consider an integer 1 < n < N such that k, # 0, and let o = (a;) € NV
with a,, = m, o; = 0 if j # n. Then k* = k)" # 0; hence a;, (u) = 0, according to
(2.5); and so u = 0 (use (2.3)), since a,, = 0. This shows (i).

(ii) Consider a sequence of nonempty finite sets R,, C R (n ranging over the
positive integers) such that

Rp C Rot1, R=UTR,.
n>1
Let uw € H™ (A (A)). For each integer n > 1, put
Uy, = Z ar (u) .
kERn
This gives a sequence (uy), 5, With u, € D (A (A)) and further, thanks to (2.4)-
(25),
Oun =Y ap () (ol <m).

kERn
Hence, by (2.3) it follows that u,, — w in H™ (A (A)) as n — oo, which shows
(ii). O

As an immediate consequence of this, there is the following corollary.

Corollary 2.29. The space D (A (A)) /C = {go €D (A(A)) : [aea pdB = 0} is
dense in H™ (A (A)) /C.

Thus, according to part (i) of Proposition 2.28, H™ (A (A)) /C is a separated
preHilbert space; so that Hj (A (A)) = W;L’Q (A (A)) in the present setting co-
incides with the completion of H™ (A (A)) /C. As we will see in a little while,
H™ (A (A)) /Cis not necessarily complete. For simplicity we assume in the sequel
that m = 1. We will need one preliminary result.

Lemma 2.30. The following two assertions are equivalent.
(i) There exists a constant ¢ > 0 such that

||u||L2(A(A)) <c ||u||H1(A(A))/(C

for allu € H' (A (A)) /C.
(ii) R is a discrete subgroup of RY (see [0, TGVIL.2]).
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Proof. Let u € H' (A (A)) /C. Tt is clear that
2 2
HUHL2(A(A)) = Z |ay, (u)|
w#kER

and

2 2 2
||7~L||H1(A(A))/<c:47T2 Z |k lax (w)]”
w#kER

where |k| is the Euclidean norm of k& and w the origin in RY. Thus, assuming
(i) implies at once

Yo @ <an’e Y7 ar (W) |k (2.6)

w#kER w#kER
and that for any u € H' (A (A)) /C. Hence
|k| >r >0 (wW#keR) (2.7)

with r = 2+rc’ which means that R is a discrete subgroup of R, and so (i) implies
(ii). Conversely suppose (ii) holds. This amounts to saying that (2.7) holds for
some suitable constant 7 > 0. Immediately we see that if u lies in H* (A (A)) /C,
then (2.6) holds with ¢ = 3. Hence (i) follows. This completes the proof. [

We are now able to justify our allegation about the completeness of H' (A (A)) /C.

Proposition 2.31. H' (A (A)) /C (with the norm ||| g1 aay,c) 8 complete if
and only if R is a discrete subgroup of RY.

Proof. H' (A (A)) /C being a closed vector subspace of H' (A (A)), by the open
mapping theorem (see, e.g., [10, p.19]) we see that H' (A (A)) /C with the norm
Il| 1 (a(ay) /c 18 complete if and only if the two norms ||| g1 (ay)/c 20 [|[| g1 (aa))
are equivalent. But this happens if and only if condition (i) of Lemma 2.30 is
fulfilled. Therefore the proposition follows by the same lemma. O

Thus, if for example R =Q (Q the rationals), then the norm ||-[| ;1 (a))c OB

H' (A (A)) /C is not complete and hence the latter space is not a Hilbert space.
Consequently, in general the passage to the completion is necessary.

3. ¥-CONVERGENCE IN L? (1 < p < o0)

Throughout the present section, Q2 denotes an open set in RY (Q independent
of e > 0) and 'H = (H.),., is as above (see (2.1)). The letter £ will denote a
family of positive real numbers admitting 0 as an accumulation point. In the
particular case where E = (g,),, .y With 0 < &, < 1 and &, — 0 as n — oo, we
will refer to E as a fundamental sequence. For ¢ € L}, (Q X RZJJV ), it is customary
to put

U (x) = (z, He (z)) (2 €Q) (3.1)
whenever the right-hand side makes sense. This will be the case if in particular
¢ lies in K (€; L (RY)) (€ the closure of Q in RY) or L (2; A) (1 < p < o0),
where A is any closed vector subspace of B (]Rév ) equipped with the supremum
norm (see [20], and observe that Lemma 2 and Proposition 3 therein, together
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with their proofs, remain rigorously valid when €2 is unbounded provided C is
replaced with ).

Finally, in the sequel A denotes a given H-algebra on RY™ for H with the
assumption that A* is dense in A. The basic notation attached to A is as before
(see section 2).

3.1. The weak Y-convergence in L? (). Let 1 < p < 0.

Definition 3.1. A sequence (u.)..p, u. € LP(Q), is said to be weakly X-
convergent in LP (€2) to some uy € LP (L7 (A(A))) = LP (2 x A(A)) if as
E > ¢ — 0, we have

/ ue () Y° (x) de — //Q A(A (x,s) 22(95, s)dzdf (s) (3.2)
for all ¢ € L¥ (Q; A) < =1- —) where 1) = Go) (usual composition).

Remark 3.2. v is the function in L (€;C (A (A))) given by QZ(Z‘) =G (¢ (x)) for
x € S

We will briefly express the above notion of convergence by writing u. — wug in
LP (Q)-weak 3.

Before we proceed any further, let us prove a result from which we will next
derive one fundamental example of a weakly -convergent sequence in LP (£2).

Proposition 3.3. Let u € L” (2; A). We have u* — u in L? (2)-weak as € — 0,
where u® is defined as in (3.1) and u(x) = M (u(z)) for z € Q.

Proof. Let K (ﬁ) ® A denote the space of complex functions 1 on € x Rév of the

form
=Y pi(x)wi(y) (x €, yeR"Y)

with a summation of finitely many terms, ¢; € L” (2), w; € A. Having regard to
axiom (HA), of Definition 2.1, it is clear that the claimed convergence property

holds true if u is taken in (ﬁ) ® A, hence in K (ﬁ; A), thanks to the fact that
K (ﬁ) ® A is dense in K (ﬁ; A) (see, e.g., [1, p.46]). Therefore the proposition
follows by the density of K (€2; A) in L? (Q; A) (the way of proceeding is a routine
exercise left to the reader). O

This yields the claimed fundamental example through the next result.

Corollary 3.4. Let u € L?(Q;A). Then, the sequence (uf).., is weakly ¥-
convergent in LP (Q) to u = Gou.

Proof. For each ¢ € L* (; A), we have uy) € L'(Q; A); hence the corollary
follows readily by Proposition 3.3. 0

The next result is very simple and the proof is therefore omitted.

Proposition 3.5. Suppose a sequence (u.) us € LP (), is weakly X-convergent

in LP () to ug € LP (2 x A (A)). Then:

eek”
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(i) ue — ug in LP (Q)-weak as E 3 ¢ — 0, where
ug () = / ug (x,s)dp(s) (x € Q).
A(A)

(ii) If E is a fundamental sequence, then (u.)..p is bounded in LP (£2).

Now, for each real number r > 1, let X, = X7, N L™ (]Rjyv ). Equipped with the
L*°-norm, X'; is a Banach space (note that L> (RN ) is continuously embedded

in =" (RN )) For future purposes we wish to show that if a sequence (u.)..p
is weakly X-convergent in LP () to ug € LP (2 x A(A)), then as £ 3 ¢ — 0,

(3.2) holds for ¢ € K <§; %i/’oo> provided 1 < p < oo. It may be remarked in
passing that if ¢ € IC (ﬁ; f{i,’oo), then ¢ € K (ﬁ; L> (RN)) and therefore )¢ is
well-defined by (3.1). We will also need the following obvious remark.

Remark 3.6. Given (s € C and a sequence of complex numbers ((.)..p, we have
¢ — (o as £ 5 ¢ — 0 if and only if, for any sequence (e,), o With 0 < &, <1,
en € B, g, — 0 asn — oo, we have (., — (p as n — oo.

Having made this point, let us now concentrate on proving the claimed result.

Proposition 3.7. Assume that 1 < p < co. Suppose a sequence (us)eeE, Ue €
LP (Q), is weakly ¥-convergent in LP () to some ug € LP (2 x A (A)). Then, as

E 3¢ — 0, we have (3.2) for ally € K (ﬁ; %i’,oo).
Proof. According to Remark 3.6, we may assume without loss of generality that

E is a fundamental sequence. According to part (ii) of Proposition 3.7, it follows
that the sequence (uc)..p is bounded in LP (€2). With this in mind, let us begin

by showing that (3.2) holds for ¢ € K () ® %ﬁl’oo. But then it clearly suffices to
verify that (3.2) holds true for each v of the form

b(ry) =g @) (reQ yeRY), pek(Q),vexy™.

Let v be as above. Let n > 0. In view of the density of A in %’;{ , we may consider
some w € A such that ||v —w||zy <. Let

fxy) = ¢ @) w(y) (z e, yeRY),

which gives a function f € K (ﬁ; A). Now, we can write

Jouetrde = [ fo, a ugtpdfidr = fQAua (¥ = f)dx
+ Jquefodz — [ [o, na) uofdBdz
+ [ Jaxaca to <f - ¢> dpdz,

the object being to establish that the left-hand side goes to zero as £ 5 ¢ — 0.
First, by Holder’s inequality we have

/Qua(@/f—fa)dx

< ||u5||LP(Q) |lv° — f€||LP’(Q) .
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On the other hand,

165 — Pl < el ( [ =l dx) ,

where K is a compact set in ) containing the support of ¢. But

Y e

([ =wae)” <ct)lo-ulr e,
K
where the constant ¢ (K) > 0 depends solely on K. From all that we deduce

/Qua(@ba—fa)dl"

where ¢ is a positive real number independent of both 1 and . In another
connection, again by Holder’s inequality and use of Proposition 2.16, we have

[ fy oG
[ hyy o= 5) o

where ¢ is a positive real independent of both 7 and . Considering that

/ugfadxﬁ// uofAdﬁdx
Q QOxA(A)

as I/ 3 ¢ — 0, we have in the end

/ugwsdxﬁ// uo{b\dﬁdae
Q QxA(A)

where c is a positive real independent of 1. Therefore the desired result follows by
the arbitrariness of n. Finally, if ¢ is considered in IC (ﬁ; .'{Z/’OO>, then, based on

<en (e € E),

<c ||UUHLP(Q><A(A)) HSOHLP’(Q) v —wllz,

hence

< cn,

lim

<c
E3e—0 =

the density of K (Q) ®ff§;’°° in K (ﬁ; .’f’i”oo> , the same line of argument as followed
before shows that we again arrive at (3.2), thereby completing the proof. O

As a consequence of this, there is the following corollary.

Corollary 3.8. Foru € K (;X5™) (1 < p < 00), the sequence (u®)_. is weakly
Y -convergent in LP () to w.

Proof. Endeed, this follows immediately by combining Proposition 3.7 with Corol-
lary 3.4. 0

The next result is the corner-stone of Y-convergence theory.

Theorem 3.9. Assume that 1 < p < oco. Suppose E is a fundamental sequence
and let a sequence (uc).cp be bounded in LP (). Then, a subsequence E' can be
extracted from E such that (u.).cp is weakly X-convergent in LP (Q).
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Proof. For any € € F, put

R = [u@ueh@d  (bel @),
Q

where z% =1- ]%. This yields a sequence (F.)..p in [Lp/ (Q;A)}/ (topological
dual of L (Q; A)) which is bounded (in the latter space). Hence, observing that
v (Q; A) is a separable Banach space (thanks to the separability of A, as stated
in point (AH); of Definition 2.1 !), we can extract a subsequence E’' from E
in such a way that, as F' 5 ¢ — 0, F. — F, in [Lp' (Q;A)}/—Weak *, that is,
F.(¢)) — Fy(¢) for any ¢ € L¥ (Q; A). The next point is to characterize the
functional Fy. However, as will presently become apparent, it is more appropriate
to characterize the closely connected functional Gy : L” (Q;C (A (A))) — C given
by Go (p) = Fo (G 1o ), p € LP (Q;C (A (A))). Prior to this, let ¢ € K (Q; A).
Clearly

1
7

@l se( [l wwd)” @),

where c¢ is a positive constant (independent of € and v, as well), K is a compact set
in € containing the support of 1, and y g is the characteristic function of K in 2.
By letting E' 3 & — 0 and applying Proposition 3.3 (with u (z,y) = |¢ (z,y)|" ,
reQ, yeRY) we get

o~

[Fo (¥)| < c |

LY (QxA(A))

and that for any 1 € K (Q; A), where it is worth recalling that ZZ = G o1, and
further ¢ has support in K. Thus,

|Go ()] < cllell o @xaay

forall p € L(Q;C(A(A))) =K (2 x A(A)). Using the density of I (2;C (A (A)))
in LP (O L (A (A))) = LY (2 x A(A)), we can extend Gy by continuity to

an element of [L¥ (Q x A(A))}/ = LP(Qx A(A)). Hence there exists ug €
LP (2 x A (A)) such that

Go () = / / Ly )0 (@) 23 )
for all ¢ € K (Q2;C(A(A))). Thus,
Fy () = / /Q oy 10 8) (@:9) a3 9

for all ¢ € K (2; A) and therefore for all ¢» € L¥ (Q; A), thanks to the density of
K (€ A) in L¥ (€; A). The theorem follows. O

Remark 3.10. The above compactness theorem is the main reason for requiring
a homogenization algebra to be separable.
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3.2. The strong Y-convergence in L? (€2). The concept of strong ¥-convergence
in L? () leans on the density of L (;C (A (A))) in LP (2 x A (A)).
Let 1 < p < 0.

Definition 3.11. A sequence (u.)..p, u. € LP (), is said to be strongly X-
convergent in LP () to some uy € LP (2 x A (A)) if the following condition is
fulfilled:

Given n > 0 and v € LP (); A)

such that [luo — V| o oxaiay < 3

(with v = Gov), there is some a > 0 such that
[ue = v°[|s(q) < n provided E 3 € < a.

(SSC)

We express this by writing u. — ug in L? (2)-strong .
Let us verify the unicity of ug in Definition 3.11.

Proposition 3.12. If a sequence (u:)..p, ue € LP (2), is strongly X-convergent
in LP () to some ug € LP (Q x A(A)), then ug is unique.

Proof. In the above notation, suppose we have u. — u} and u. — u2 in L? (Q)-
strong ¥. Let n > 0. The space K (€; A) being dense in LP (€2; A), we may
choose v; € K (Q; A) such that [Juj — Uill poaxacay < ¢ ¢ =1, 2. According to
Definition 3.11, this yields some o > 0 such that [[u. — vf ||, o) < 3 (2 =1, 2) for

all E>e < a. It follows ||[v5 — v 15q) < 2 for E 3 e < a.. Observing that

3=

165 = gy = ([ 1o o e ) = 02 o ()P e o)l )

where K is a compact set in €2 containing the supports of v; and v, we see that we
can pass to the limit, as F 3 ¢ — 0, in the preceding inequality (use Proposition
3.3) and obtain

. 2n
102 = 01| Lo axagay < 3
Consequently, by writing u2 — ul = u2 — Uy + Uy — 01 + U1 — up, we get
2 1
[ ug — uOHLP(QxA(A)) =7
Hence u? = u}, since 7 is arbitrary. O

Before we can present one fundamental example of a strongly ¥-convergent
sequence, we require a preliminary lemma.

Lemma 3.13. We have

lim 1900 = || @ (@€ 17 (0 4)).

LP(QxA(A))

Proof. The first step is to recall that the lemma is true with I (2; A) in place of
LP (Q2; A), as is straightforward by Proposition 3.3 and use of a routine argument
(see the proof of Theorem 3.9). Now, fix freely ® € LP (Q2; A). Let n > 0. By a

density argument, we may consider some ¢ € K (Q; A) such that

1

18 =Vl = ([ 100 - v@la) <
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With this in mind, we have on the other hand

¥l = 8],
(CP -

< 1911y = 1%l o)

]uwsnm) T

|9 -[@ -
LP(QxA(A LP(QxA(A))
It follows
P T O I L s
1>
+‘H¢ o) H¢‘ LP(Qx A(A))
i
* ” v LP(QxA(A))

But the first and third terms on the right are majorized by [|® — 9| 1, . 4)- Hence

| <0+ 1N - |9

190,00, - 3]

LP(QXA(A) LP(QxA(A)|

From which the lemma follows in an abvious way. O
We are now able to give the claimed example.

Example 3.14. Let v € L? (£2; A). Then, the sequence (u®)_., is strongly X-
convergent in LP () to u. Indeed, for any arbitrary v € LF(£;A), we have
[ = 0% o) = 10 =Vl poaxaca)) as € — 0. We deduce immediately that the
sequence (u®),., and the function @ satisfy condition (SSC) of Definition 3.11.

The remainder of the present subsection is concerned with a series of results
of practical interest as regards homogenization theory. To begin, there is the
following proposition whose proof is an easy verification left to the reader.

Proposition 3.15. Suppose a sequence (u.)..p, u. € LP(2), is strongly X-
convergent in LP (2) to some ug € LP (2 x A(A)). Assume further that ug €
LP(C(A(A))). Let vy € LP (4 A), vo =G oug. Then [lue — vl o) — 0 as
E>e—0.

The next proposition and its corollary are likely to help us have a clear idea of
the somewhat abstract concept of strong Y-convergence.

Proposition 3.16. Suppose a sequence (u:).cp, u. € LP (), is strongly X-
convergent in LP () to some ug € LP (2 x A (A)). Then

(i) ue — ug in LP (Q)-weak X;

(it) vl o) = lluolloaxacay) as £ —0.
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Proof. (i): Let ¢ € L¥ (Q; A). Fix a real ¢ > 0 with [l 2 9.4y < ¢ Now, fix
freely n > 0 and choose v € LP (€2; A) such that Huo 6HL,, @xa)y) < - By
hypothesis there is some ag such that [luc — vl ) < 35 for 3 e < ag. On
the other hand, recalling that v — v in L? (Q)-weak X (Corollary 3.4), we may
consider some «; > 0 such that

fw@—// a@mqgﬂ
Q QxA(A)

provided 0 < € < ay. Hence, by writing

A%ww—/éwwm@mw:/éwwﬁ—%www
+/Q (ue —v%) Ydx

+/WWM—// Dbdadp,
Q OxA(A)

one quickly arrives at
wrde— [ [ wasas] <
Q QxA(A)

for F 3 ¢ < a = min(ag, a1), which shows (i).
(ii): Let n > 0. Choose v € L” (; A) such that [lug — || ;sqxaayy < §- This
yields a real ap > 0 such that [|u: — v°[| ) < # provided E > € < ap. Thus, we

have

~ n
[t ey = 1P r@acan| < 7
and 0
el ey = 17| <3 (B3 <a0).

On the other hand, according to Lemma 3.13, there is some a; > 0 such that
HU6||LP(Q) _ H/ﬁHLP(QXA(A))’ < % for 0 < e < a;. Hence, by the obvious inequality
el oy = ol zogeneaan | < |lell oy = el ogen|
19 2oy = WPl o |
[ ey = Iollzoaxacan)

we obtain readily

)HUEHLP(Q) - HUUHLP(QXA(A))’ =7

for £ 5 ¢ < o = min (e, 1), thereby proving (ii). O

Corollary 3.17. Let (u.).. be a sequence in L* (). In order that this sequence
strongly Yi-converge in L* (Q) to ug € L? (2 x A (A)), it is necessary and suffi-
cient that the following two conditions be satisfied:

(i) ue — ug in L? (Q)-weak ¥;

(1) Nluell 2 ) = Nuoll L2axacay as E>e—0.
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Proof. In view of Proposition 3.16, we only have to show the sufficiency. So,
assuming (i)-(ii), consider any arbitrary v € L? (2; A), and use

||Us - UEHiZ(Q) = ||u6Hi2(Q) - /Quaﬂsd.r - /Qﬂevadx + HU&H%(Q)

to see that when £ 3 & — 0, [[ue — v®||2(q) tends to [luo — V|| j2(qxnay- Hence,
it follows that condition (SSC) of Definition 3.11 is satisfied. This Proves the
corollary:. 0

We turn now to one result of very practical interest.

Proposition 3.18. Suppose a real ¢ > 1 s such that Il)—i—% = % < 1 and a sequence
(Ue).cp 15 strongly X-convergent in LP (Q) to some uy € LP (2 x A(A)), and a
sequence (Ve).cp 05 weakly Y-convergent in L7 (2) to some vy € L7 (2 x A (A)).
Then u.v. — ugvy in L™ (Q)-weak 3 as £ > e — 0.

Proof. We may assume without loss of generality that F is a fundamental se-
quence. The result is that (v.).., is bounded in L7 (Q) (Proposition 3.5). This

being so, fix freely 1 € L™ (; A) (£ =1—1) and let ¢ > 0 with

cz max{||vo||Lq QxA(A)) [l (©4) s Nl (2A4) SUP ||Us||Lq(Q)}

On the other hand, let n > 0. Having regard to the strong >-convergence of
(Ue).cpp» introduce f € LP (Q; A) such that Huo - J?‘ (A

mind that this infers the existence of some ag > 0 such that |[u. — f¢[[;,q) < 3

for E 5 ¢ < ap. Finally, noting that fi € L7 (€; A), and using the weak
Y-convergence of (v.) we may consider some a; > 0 such that

< &, and keep in

ecE»

oo fe e da — / / vofidxdﬁ‘ <1
Q OxA(A)

for all £ 3 ¢ < ay. Hence, by writing

/ v de — / /Q " uovodzdf = / _ ) utde
+ / /Q " (f— u0> votbdzdf
+ /Q v feede — / /Q o vo fibdwdp,

one easily arrives at

/ weo bt da — / / uovozﬁdxdﬁ’m
Q QOxA(A)

provided £ 3 ¢ < o = min (v, ;). This shows the proposition. O

This proposition has one useful corollary.
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Corollary 3.19. Let E be a fundamental sequence. Let (u.)..p be a sequence
in LP () with 1 < p < o0, and (v:).p be a sequence in LP () N L>®(Q)

(1% =1- %) such that:
(i) ue — ug in LP (Q)-weak ¥;
(i1) ve — vy in L' (Q)-strong ¥;
(iii) (ve).cp 15 bounded in L™ (Q).

Then u.v. — ugvg in LP (Q)-weak 3.

Proof. According to Proposition 3.18, we have u.v. — ugvg in L' (Q)-weak .
Thus, as £ >¢ — 0,

/ngvswgdx — //QXA(A) UV dxdf3 (e (A).

On the other hand, observe that the sequence (ucv:)..p is bounded in LP (€2).
Hence, thanks to Theorem 3.9, we can extract E’ from F such that the sequence
(UeVs) e Weakly Y-converges in LP (§2) to some 2y € LP (2 x A (A)). Thus, as
E'>e—0,

/Quavazﬁadx — //QXA(A) 2otpdxdf (v e K(2;A)).

From all that we deduce

// (z0 — ugvy) pdxdf =0
QxA(A)

for all ¢ € KL (2 x A (A)) (see Remark 4.2). Hence zy = ugug almost everywhere
in Q x A (A). The corollary follows thereby. O

We conclude the present subsection by showing that strong >:-convergence gen-
eralizes usual strong convergence. Specifically, we have

Proposition 3.20. Suppose a sequence (u.).cp is strongly convergent in LP (§2)
to some ug € LP (Q). Then u. — g in LP (Q)-strong 3.

Proof. Let us begin by observing that the function ug € L? (2) may as well be
viewed as a function in LP (€; A) (resp. LP (2 x A(A))) depending on the sole
variable x € Q. Having made this point, let v € L? (Q; A). By applying Lemma
3.13 with & = uy — v, we see that if n > 0 is freely fixed, then some a > 0
exists such that [[uo — vl 1o gy < lluo =Vl priauaay + 7 and [Jue — uoll po) < 7
for > e < a. Hence [Juc — v°[| 1) < 5+ [luo — V| 1o axa(ay- We deduce that
condition (SSC) of Definition 3.11 is satisfied by (u.)..p and ug, thereby proving
the proposition. O

4. THE VAGUE >-CONVERGENCE OF RADON MEASURES

Let the basic notation and hypotheses be as in the preceding section (see in
particular the beginning of Section 3). On the other hand, the space of all complex
Radon measures on a locally compact space Z will be denoted by M (Z). Thus,
M (Z) is nothing else than the topological dual of I (Z) (provided with the usual
inductive limit topology). Also, the notion of a o-compact locally compact space
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is worth recalling. By this is meant any locally compact space which can be
expressed as the union of a countable family of compact subspaces.

Definition 4.1. A sequence (y ), of Radon measures on {2 is said to be vaguely
Y-convergent to some pp € M (2 x A(A))ifas E 3¢ — 0,

/wa ) dp %//M B (@, 5) dpo (3, 5)

for all ¥ € IC(€2; A). We express this by writing p. — o in M (Q)-vague 3.

Remark 4.2. Tt is easy to verify that the transformation ¢ — w =Gois a
topological isomorphism of I (€2; A) onto K (2 x A (A)) = K (£2;C (A (A))), each
of the two spaces being endowed with the appropriate inductive limit topology.
Consequently, for fixed ¢ € E| it is easily seen that to each u € M (Q) there is
attached a unique T ( )eM (Q x A (A)) such that

/wa dp ()

for all ¥ € K(Q;A), where the brackets denote the duality pairing between
M(Q2xA(A)) and £ (2 x A(A)). This yields a transformation p — 7. (u)
that maps linearly M (Q) into M (2 x A(A)). Thus, to say that a sequence
(te)oep in M () is vaguely X-convergent amounts to saying that as £'> ¢ — 0,
the sequence of Radon measures 7; (u.) (¢ € E) on 2 x A (A) is convergent in
the weak * topology on M (2 x A (A)).

The usefulness of the following lemma will come to light in a short while.

Lemma 4.3. Let Z be a locally compact space, and let P C M (Z). The following
two assertions are equivalent:

(i) P is bounded in the weak % topology on M (Z), i.e., sup,ep |1t (¢)| < +o0
for each p € K(Z).

(i4) P is locally bounded in norm, i.e., sup ,ep |p1| (K) < +o0o for each compact
set K C Z.

Proof. According to [1, p.60, Proposition 15|, assertion (i) is equivalent to the
following;:

(ili) For any compact set H C Z, there exists a constant ¢y > 0 such that
Supp 1 (9)] < car gl for all o € Ko (Z) = {f € K (Z) : Suppf C H}.
Thus, the problem reduces to proving the equivalence (ii)<>(iii). The (ii)=-(iii)
part being evident, we need only to concentrate on the proof of (iii)=-(ii). So,
assume (iii), and fix freely a compact set K C Z. Let U be a relatively compact
open neighbourhood of K, and put H = U (closure of U). Then, in vue of (iii),
we have |p| (f) < cu || fll, for any p € P and for all f € Ky (Z) with f > 0,
where cy is a nonnegative constant. With this in mind, let © € P. Considering
that xy (the characteristic function of U) is lower semicontinuous on Z, we have

il (U) = sup |u[(f),
Fek+(2), f<xu
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where IC; (Z) is the set of all ¢ € K(Z) with ¢ > 0. But each f such that
feKi(Z)and f < xp belongs to Ky (Z) and satisfies || f||,, < 1. Therefore
sup,ep || (U) < eg and hence sup,,cp 1] (K) < cg, which shows (ii). O

Our goal now is to establish a »-compactness result similar to Theorem 3.9.
Specifically, assuming that F is a fundamental sequence, we want to show that
from any sequence (i), in M () which is bounded in the weak * topology on
M (Q), one can extract a subsequence that is vaguely Y-convergent. Actually,
this will arise as a consequence of a more general result, viz.

Theorem 4.4. Let Z be a metrizable o-compact locally compact space. Let
(tn)pen be an ordinary sequence of Radon measures on Z. Assume that this
sequence is bounded in the weak * topology on M (Z). Then one can extract a
subsequence (fir,),en from (pn),ey Such that p, — p in M (Z)-weak * when
n — +00.

neN

Proof. We achieve this in two steps.

Step 1. Let U be a relatively compact open set in Z. The aim here is to verify
that any subsequence (fi,), oy extracted from (), .y contains a subsequence
(p%)neN such that

pu |y — v in M (U) -weak * as n — +o0. (4.1)

To this end, let K = U and put B’ for the closed unit ball in M (K) (strong dual
of C (K)). Provided with the relative weak * topology on M (K), B’ is a metriz-
able compact space (see, e.g., [17, p.426]). Having made this point, let (i, ),y
be any arbitrary subsequence extracted from (), cy. For each integer n > 0,
put v, = p,|. Then v, € M(K) and further sup, ||v,|| = sup, |v.| (K) =
sup,, |, | (K) < +oo (use Lemma 4.3), where n runs through N. Thus, we may
assume without loss of generality that the sequence (v,), oy is contained in B'.
Hence we can extract a subsequence (v, ), cy from (), o such that as n — +o0,
vy, — vin M (K)-weak %, whence v, |, — v|,; = v/ in M (U)-weak *. Therefore,
(4.1) follows by letting ¢, = t,, (n € N) and noting that v,|, = e, |-

Step 2. Let (Ui)ieN be a sequence of open sets in Z such that U; C Uiiq, U,
compact and U;enU; = Z. By suitably applying the result of Step 1 we are readily
led to two sequences (1;),.y (i € M (U;)) and (“tﬁf)>(i S in M (Z) framed

as follows: (,u t(o)) is a subsequence extracted from (uy),,oy in such a way that
n / neN

11,(0) |U0 — 1y in M (Up)-weak * as n — +oo; for i > 1, (,ut%)>neN is a subsequence

extracted from (ut(i_1)> in such a way that p,u |, — v in M (U;)-weak * as

neN
n — +o0o. Hence, by the usual diagonal process, it is immediate that the sequence

(Mken ) peny With ky, = t& is a subsequence extracted from (#n),en SO that for each
i € N, pig, |y, — vi in M (Us)-weak * as n — +o0. Furthermore, it is clear that
Vi = Vit|y, (i € N), hence a (unique) Radon measure p on Z such that pf; =v;
for any ¢ € N (this is a classical property). Since each ¢ € K (Z) lies in K (Uj;)
for some suitable index i, we deduce that g, — pin M (Z)-weak x as n — 400,
thereby proving the theorem. O
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This leads to the -compactness result for measures, as claimed.

Corollary 4.5. We assume that E is a fundamental sequence. Then, from any
sequence (fte).cp M M (Q) which is bounded in the weak * topology on M (Q),
one can extract a subsequence that is vaguely >:-convergent.

Proof. Let us observe that 2 x A (A) is a metrizable o-compact locally compact
space. Hence, considering Remark 4.2 and Theorem 4.4, the corollary if proved if

we can show that the sequence (7% (pc)).cp is bounded in the weak * topology on
M (Q x A(A)). This is straightforward. If ¢ € K (Q; A), and if K is a compact

set in €2 containing the support of v, then ’<T(E (f1e) ,{/J\>’ < €Sup,eq HQZ(@H

for all € € E, where ¢ = sup,cp |1t (K) is finite, according to Lemma 4.3. The
corollary is proved. OJ

We will end with a few remarks.
(1) Suppose a sequence (u.) . p in LP (2) (1 < p < 00) is such that, as £ 3 ¢ — 0,

JRECHIEY AT d“//mm) (v,9) D (2, 5) dwdd (s)

for all ¢ € K (2; A), where uy € LP (2 x A(A)). It is clear that the sequence
(). is not weakly ¥-convergent in LP (Q2). However, each function u. being
viewed as a Radon measure on (), the above sequence is vaguely Y-convergent:
More precisely, we have u.dr — ug (dr ® df) in M (2)-vague 3. We deduce
that the vague Y-convergence is a natural generalization of weak Y-convergence
in LP (92).

(2) Suppose a sequence (). is vaguely ¥-convergent in M (£2) to some g €
M (Q x A(A)). Then, as F 5 e — 0, we have y. — fig in M (Q)-weak %, where

fio (9) = [ Joxaca ¢ (@) duo (,5), ¢ € K ().
5. APPLICATION OF YX-CONVERGENCE

5.1. Preliminaries. In the present section we are concerned with showing how
Y-convergence arises in the homogenization of partial differential equations. To
illustrate this, we find it more convenient to focus attention on the rather simple
case of an elliptic linear differential operator of order two, in divergence form.
Specifically, let

;) Ou
-2 o ( 5 a;) = finQ, u. € Hy () = Wy (), (5.1)
=1 """

where ¢ > 0, Q is a fixed bounded open set in RY, f € H™1(Q) = W=12(Q),
ai; (r) = ayy (%) (z € Q) with a;; € L™ (]Rév), a;; = @;;, and the classical elliptic-
ity condition: there is a constant o > 0 such that
N
RGZ a; (v) §& > I3k (f S CN)
ij=1

for almost all y € RY. For each real number ¢ > 0, (5.1) uniquely determines .,
so that we have in hand a generalized sequence (u.)_., in Hy ().
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The purpose of homogenization in the present case is to investigate the limit
behaviour, as e — 0, of u, provided the coefficients a;; satisfy a suitable hypothesis
with respect to the so-called local variable y = (yi,...,yn). It is common in
homogenization to require the a;;’s to satisfy the periodicity hypothesis, which
means that the functions a;; (1 < 4,5 < N) are periodic, say with period 1 in each
coordinate, i.e., for every k € Z", one has a;; (y + k) = a;; (y) (1 <i,5 <N)
almost everywhere in y € RY. Y-convergence, which coincides in the present
setting with well-known two-scale convergence, has proved to be an efficient tool
for studying the periodic homogenization of linear as well as nonlinear boundary
value problems and initial boundary value problems, including (5.1). We refer
for example to [1, 26, 23] (see in particular the references in [23]).

However, the periodicity hypothesis is only one thing among many other hy-
potheses under which we can consider the homogenization of say (5.1). There is
no doubt that in a great number of physical situations the periodicity hypothesis
is inappropriate and should be therefore substituted by a realistic hypothesis.
We claim that Y-convergence theory allows to tackle homogenization problems
beyond the classical periodic setting. Before we can concentrate on the proof of
this assertion as regards (5.1), let us exhibit a few concrete examples of nonpe-
riodicity hypotheses on a;; under which it is possible to successfully study the
homogenization of (5.1).

Example 5.1. Let Y’ = (-3, ;)N ' with N > 2, and let L2, (Y') be the usual
Hilbert space of Y’-periodic functions in L (R;\f 1) (see section 1). We may

replace the periodicity hypothesis on a;; (1 <4,j < N) by

aij € Boo (Ri Ly, (Y'))  (1<4,j < N), (5.2)
where By, (R; L2, (Y')) denotes the space of all continuous functions yy — u (yn)
of R into L7, (Y’) such that u (yy) converges in L2, (Y') as |yy| — oo.

Example 5 2. More generally, instead of (5.2) we may consider the element a;; €
C (R; L2, (Y")) with a;; (., yn) — 2> in L2, (V') as yy — +o00 and a;; (., yn) —

per per
z; in LIQM( ) as yy — —o0, 1 < i,j < N, where a;; (.,yn) stands for the

function v’ = (y1, ..., yn—1) — a5 (v, yn) (for fixed yy € R) of RV~ into C, and

2%, z;; are two functions in L2 . (Y”) that are in general different.

Example 5.3. (Almost periodicity hypothesis). Let (L%{*) (R"Y) be the so-
called amalgam of L? and {® on RY [19], i.e., (L% {*) (R") is the space of all
u e L}, (RY) such that

1

2
ey, = sup ( / \u<y>12dy) < o0
keZN k+Y

with ¥ = (-3, %)N This is a Banach space under the norm ||-||, ... We define
L2, (RY) to be the space of all functions u € (L% 1) (RY) such that the set
{mhu:h e RN} (with mu(y) = u(y — k) for y € RY) has a compact closure in

(L2,1) (RN ) Such functions are termed almost periodic in the sense of Stepanoff
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[19]. This being so, we may as well replace the periodicity hypothesis by
a;; € Lp (RY) (1<i,j<N). (5.3)

Example 5.4. Let L2 ., (Y) denote the closure in (L?,1°) (RY) of the space of
all finite sums > ;5 @itti (9 € Buoo M), u; € Cper (Y)), where Y = (-3, %)N,

(R,
Cper (Y') defined in section 1 and B (RZ]JV ) defined in Example 2.10. We may as
well consider the homogenization of (5.1) under the hypothesis

)

al] € L?)oper( (1 S Z7.] S N) (54)

in place of the periodicity hypothesis.

Example 5.5. More generally, in place of (5.4) we may consider
@i = Loo AP (RN) ( S ] S N)7 (55)

where L2, 1p (RY) denotes the closure in (L?,1%°) (RY) of all finite sums of the
form 37 100 pitti (0i € Beo (RY), u; € AP (RY)) (see section 2 for the definition
of AP (RY)).

Remark 5.6. Hypothesis (5.5) generalizes (5.3) and (5.4), as well.

Example 5.7. We may as well consider the homogenization of (5.1) under the
following hypothesis, where 1 <i,j < N:

a;; is constant on each cell £ +Y (k: ezZN ) with Y as above,

and further, as |k| — oo, [, . ai; (y) dy tends to a finite limit in C.

The study of the homogenization problem for (5.1) under any of the hypotheses
stated in the preceding examples reduces to an abstract setting that we will now
look into.

5.2. The abstract homogenization problem for (5.1). The main purpose
of the present subsection is to investigate the limit behaviour, as ¢ — 0, of u.
(the solution of (5.1)) under the abstract hypothesis

a;; € X5 (R)) (1<4,7<N), (5.6)

where A is an H-algebra on RY with the property that A> is dense in A (see
Section 2). We also require A to be Wh2-proper in the following sense:

(P); D (A (A)) is dense in H' (A (A)) = W2 (A (A)).

(P)y Given an open set  C RY, a fundamental sequence E and a sequence
(v:).cp which is bounded in H' (), a subsequence E’ can be extracted from E
such that as £’ 3 ¢ — 0, v. — vy in H' (Q)-weak and g;? — 8”0 + 0jv; in

J

L2 (Q)-weak ¥ (1 < j < N), where vy € L? (Q; H}, (A (A))).

The aim now is to show that the homogenization of (5.1) under (5.6) is possible
provided the H-algebra A has the preceding properties. To this end, let

Fi = H () x L? (2 Hy (A (A)))
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with the norm

N

IV lley = (Hoolig@ + Iorllqeurm acan ) v = (w0, 1) €T3,

which makes it a Hilbert space (||-| i stands for the usual gradient norm).
By combining property (P); with (parts (2) and (3) of) Remark 2.26, it follows
readily that

F=D(Q) x [D(Q)® J(D(A(A))/C)] is dense in Fy, (5.7)
where D (A (A)) /C denotes the space of ¢ € D (A (A)) such that

| ease -
A(A)

We also need the sesquilinear form agq (.,.) on F§ x F} given by

A (9u0 ) ((%0
(u,v) + d;u
Z //QXA(A ( T 7 axz

2,j=1

for u = (ug,u;) and v = (vp,v1) in Fy, where a;; = G (a;;) € L™ (A (A)) (see
part (v) of Corollary 2.20). There is no difficulty in verifying that the sesquilinear
form agq (.,.) is Hermitian, continuous and coercive (use corollary 2.20, and note
also that [, OjvdfB = 0 for v € Hj (A (A)), as is straightforward by Proposition
2.24 and use of Remark 2.26). Consequently, if I denotes the continuous antilinear
form on F} given by [ (v) = (f,vg) for v = (vg,v1) € F}, then the variational
problem

) dxdf

u = (up,u;) € F} : (5.8)
aq (u,v) =1(v) for all v € F} '
has one and only one solution.
We are now in a position to prove the following homogenization theorem.

Theorem 5.8. Under the preceding hypotheses, let u = (ug,u1) be uniquely de-
fined by (5.8), and for each real € > 0, let u. be the unique solution of (5.1).
Then, as € — 0,

ue — ug in Hy (Q) -weak, (5.9)
Ju. 0 , .
a?;j — ala:j + Ojuy in L* (Q) -weak ¥ (1 <i,j < N). (5.10)
Proof. For fixed £ > 0, we have
. Ou. v
—dr = 5.11
Z/ o e e = (1.7 (5.11)

forallv € H} (). By taking in particular v = u. and making use of the properties
of the matrix (a;;),; ;<. we see that the sequence (uc).., is bounded in H ().
Consequently, given an arbitrary fundamental sequence F, appeal to the W3-
properness of A (see in particular property (P)s) yields a subsequence E’ from E

and some u = (ug, u;) € F} such that, as E' 3 ¢ — 0, we have (5.9)-(5.10). Thus,
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the theorem is proved if we can check that u verifies the variational equation in
(5.8) (attention is drawn to Remark 3.6). For this purpose, take in (5.11) the
particular function v = ¢, with

0. (@) =¥ (@) + 2t (5,2)  (weQ),

where ¥y € D (), 11 € D(Q) ® (A®/C) with A®/C = {¢p € A : M (¢p) = 0}.
Clearly ®. € D (Q). Furthermore, it is an easy exercise to show that, as ¢ — 0,
we have & — 4y in Hj (Q)-weak, and F2= — g—qi’? + 0y in L% (Q)-strong %
(1<i< N). From the latter convergence result together with (5.10) (where
E' > ¢ — 0) we deduce using Corollary 3.19 that, as E' 5 ¢ — 0,

Ou,. 0, Oug 0y ~\ . 5
— 40, 0; L7 (Q) -weak 2
8mj 8x, - (8% + Jul) (8!@ + wl IIl ( ) wea
for 1 <i,j < N. We can now pass to the limit (as £’ 3 ¢ — 0) in (ill) using
Proposition 3.7 (it is clear that a;; may be viewed as a function in C (Q; %i’“) =
K (€%%%)). The result is that

an (u, @) =1 (P) for all ® € Fy°.

Thanks to (5.7), it follows that u is the solution of (5.8). Hence the theorem
follows. O

At the present time, for each 1 < j < N, let
X € H# (A(A)):
a(x’,v) = Zfﬁvzl fA(A) g (5) Opv (s) dB (s) (5.12)
for all v € Hj (A (A)),

where @ (.,.) is the sesquilinear form on Hy (A (A)) x Hy (A (A)) given by

a(u,v) =) /A " ;i (s) yu(s) Qv (s)dB (s), w,v € Hy (A(A)).

ij=1

For obvious reasons, (5.12) uniquely determines x?. Let then

N
qij = /A(A) aij (S) dﬁ (S) — ; /A(A) &)k (S) 8ka (S) dﬁ (S) 3 1 S Z,j S N.

It can be shown that the matrix (¢;;),; ;< v has the usual symmetry and ellipticity

properties (proceed as in [20]). Finally, the limit function ug in (5.9) is the
(unique) weak solution of

al 0%u
0 . 1
— i——— = fin Q, wug € H, (2
quawiaxj f 0 0( )7
1,7=1
as is immediate by a simple adaptation of the analogous result in the periodic
setting (see, e.g., [20]).
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5.3. Concluding remarks. Each structure hypothesis on a;; (1 <i,j < N) ex-
hibited above (see Examples 5.1-5.7) can be reduced to (5.6) for a suitable W3-
proper H-algebra A. By way of illustration, the appropriate H-algebras for Ex-
amples 5.1, 5.3, 5.4 and 5.5 are respectively the H-algebra of Example 2.14 with
A =Cp, (Y, Y = (—%, %)Nﬁl, the H-algebra A = APy (RN) for a suitable
R (see subsection 2.3), the H-algebra A = By per (V) (Example 2.11), and the
H-algebra A = B r (]RN ) (Example 2.12) for a suitable R. For further details
see [30, 32].

Thus, X-convergence theory seems to be the right tool that is needed to extend
homogenization theory beyond the usual periodic setting and thereby brigde the
gap between classical periodic homogenization and stochastic homogenization.
For the sake of clearness we have chosen a simple PDE to illustrate the large part
Y-convergence is destined to play in homogenization. For the homogenization by
Y-convergence of rather sophisticated PDE’s we refer, e.g., to [33, 34, 24].
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